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FOREWORD

Intelligence collection systems have proliferated over the past several

years, increasing in complexity and in volume of output. However, there

has been no corresponding improvement in the ability of intelligence per-
: sonnel to analyze this flood of data. The US Army Intelligence and Security
: Command (INSCOM) studies and the US Army Research Institute for the Behavioral
and Social Sciences (ARI) research indicate that improved support to and
training of analysts are necessary to effectively utilize the in:reased
collection capability and satisfy increasing demands for intelligence
within current personnel constraints. INSCOM and ARI therefore initiated a
joint research program to provide Improved support to the intelligence
analyst, During early discussions of the issues, it became clear that
any procedural, training, organizational, or system changes toc support 1
analysis will be effective only if based upon a detailed understaading of
the analysts' role, methods, and thought processes in intelligence produc-
tion. The first need was to evaluate and describe the human analytic
processes underlying intelligence analysis, synthesis, and production.

The US Army Intelligence and Threat Analysis Center (ITAC) and ARI have
successfully applied the research on the cognitive bases of intelligence
analysis to the development of a handbook for strategic analysts (ITAC Report
ATC-PP-2660-83). Given the growing demands upon ITAC resources, it is vital
that new ITAC analysts become full contributing members of the ITAC team in :
as short a time as possible, The handbook provides new analysts with 4
valuable background about ITAC as a work environment and intelligence
producing organization. Perhaps most importantly, the handbook also emphasizes
the cogritive tasks of analysis and the development of skills that enhance
one's ability to think logically and analytically,

This report summarizes the background research that led to the development
of the ITAC Handbook. Firsc it describes the general cognitive model of intel-
ligence analysis, It then Identifies cognitive skills required of successful
analysts and relates those skills to the performance of analytic tasks within
the context of threat modeling. Finally, important issues related to the
application of the research are addressed. This report should be very useful
for the development or evaluation of other training procedures or materials,
analytic procedures, doctrine, and system requirements for automated support
to analysts.
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THE COGNITIVE BASES O INTELLIGENCE ANALYSIS

EXECUTIVE SUMMARY

Requirement:

To develop a general descriptive madel of the cognitive processes of
intelligence analysis and to discuss how specific cognitive skills support
the performance of analytic tasks.

Procedure;

The research approach was to eaamine tle role and activities of
var.ous analysts experienced in signal, imagery, and all-source intellagence
processing and production., In addition to data collected through int¢ .-
views and observation, the research literature in the area of cognitive
psychology was reviewed., A descriptive model of the cognitive processes
underlying intelligen-e analysis was d2veloped based on the general prin-
ciples derived from the literature review and the interviews with intelili-
gence personnel.

Findings:

The examination of intelligence analysis identiiied environmental and
individual variables as well as underlyiug cugnitive processes which con-
tribute to the quality of intelligence. A major finding was that intelli-
gence analysis is an internal, concept.--driven activity rather than an exter-
nal, data~driven activity. A summary of the early find’ungs is available in
ARI Research Report 1237. The present report builas on the findings -eported
there and identifi. ; common problems associated with luman judgment and rcasening
that have implications for the training and support requirements of analysts,

Utilization of Findings:

Recently the research findings have been applied to the development of
a Training Circular titled "An Introduction to Tactical Intelligence Analysis:
Cognitive Preparation for the Battlefield" and to the development of a "Strate-
gic Intelligence Analysis Handbook' (ITAC Document ATC-PP-2660-161-83),
Included in the training materials are an overview of the cognitive skills
of analysis, a recommended systematic approach to performing analysis, and
discussion of analytical procedures and aids to support analysis. The
research findings have potential application to analyst performance evalua-
tion and to the identification of future training and system support require-
ments,
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1. INTRODUCTION

1.1 Purpose

This document serves two major purposes: (1) Tc provide a summary of the IMTIA
findings and (2) to identify tralning issues and research/information gaps ir the cog-
nitive literature relavant to intelligence analysis. The document is organized into nine
chapters: Following the introduction, Chaptars 2 through 5 emphasize theoretical
aspeacts of the background matarial used to develop training materials; Chaptaers 6,
7, and 8 describe relavant issues in applying the theory to an understanding of tha
day-to-day activities of intelligence analysts; Chapter 9 discusses research and
davelopment issuas and training implications derived from thesa Issues and from tha
theoretical considerations of Chapters 2 through 5.

IMTIA, a research project for the "Iinvestigation of Methodologies and Techniques for
Intelllgence Analysis," was sponsored jJointly by INSCOM and ARI. IMTIA research cul-~
minated in the development of & generic model of the mental processes underlying
Intelligence ar alysis. The theoretical concepts that werea idantitied and defined dur-
ing the IMTIA research have served as the impetus for developing training materials
for strategic and tactical analysts.

Prior to the IMTIA research, the mental processes of the intelligence analyst were
often treated as if they were in a "black box", l.e., inaccessible to research. There
was littie discussion about, and even iess training to improve, these mental
processes. IMTIA represents a first step towards describing and analyzing the cog-
nitive tasks performed by analysts within the context of the analytic production sys-
tem. The IMT!A research resulted In the development of:

o An all-source production model.
e A cognitive model of the intelligence analyst,
& implications of the modeil for training and evaluating performance.
Tha first eight chapters of this document focus on ‘he following five areas of inquiry:

1. The cognitive underpinnings of intelligence analysis. Chapter 2 describes those
cognitive structures and processes that are particularly meaningiu! for under-
standing analytic behavior, and hence, for developing training materials. Chapter
3 discusses the meaning and relevance of conceptual models and shared con-
ceptual models, as well as the knowledge requirements underlying optimum ana-
lytic performance.

2. Generic processss and assocl/ated mental tasks that pertain to all analytic perfor-
mances. Chapter 4 discusses the general mental skills required by analysts.
The specific mental skills, as made evident In nine generic task segments that
underlie all analytic tasks are described in Chaptar 5. These task segments are
mentally-oriented performances, that, when combined, operate to fulfill any intel-
ligence requirement.

3. The threat model concept. The structure and processas incorporated within the
threat model are described in Chapter 6. The threat model incorporates the sna-
lytlc context, products, and the means for developing those products.

1-1
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4. Means for evaluating intelligence training and pe:formance. To evaluate ana-
lytic parformance and training needs, the concept of "ideal" states (represent-
Ing analyst, performance, and product) has been advanced.

Evaluation Is the process of comparing hypcthetical ideal states with actual per-
formances and products. The ideal product is arrived at by developing all
aspects of the threat model that are reievant to the mission requirements.
Chaptaer 7 describes the concept of an ideal product and how to achieve this
ideal product by following the steps for developing the threat model.

6. Automated data processing uses and potential as analytic tools. Chapter 8
dascribes existing systemu that support the analytic process.

The above areas of inquiry have served to identify ways to improve analytic perfor-
mance and areas that cen be enhanced through training.

Chapter 9 identifies training issues and research and information gaps in the cogni-
tive and decision making literature relevant to intelligence analysis. Identifying
these gaps can serve as a basis for research designed to advance our knowledge
and understanding of the cognitive basas Jf intelligence analysis.

This document can also serve as background material for intelligence analystu
interested in some of the theoretical concepts underlying cognitive behavior in intel-
ligence analysls.

1.2 Summary of IMTIA Findings
A summary view of the analytical process and its context is shown in Figure 1-1.

The analyst Is shown as central to the analytic process, and as interacting with, and
impacting on, tha intelligence production cycle (users, context, requirements, intelli-
gence product), avallable resources, and work setting context.

iIn developing a model to represent the cognitive activities of the intelligence
analyst, LOGIZON combined the results of more than two hundred interviews of
analysts on the job, witli extant models of cognitive thinking and of problem-solving
and declision-making behavior. The resultant model can be d«scribed as a goal-
oriented, context-specific, cognitive modeal of intelligence analysis.

The general goal for any Intelligence analyst is to reduce the uncertainties of the
users of intelligence. Reducing uncertainties involves fulfilling the intelligence
requirements which can be defined in terms of the ideal product.

One of the primary aspects of intelligence analysis research is the use of mndels to
reprecsent behavior, environment, and communication. The use of such models has
several advantages:

e A model is a means for representing only those aspects of a concept or situation
that are relevant to the research.

e A model providas a way to define a subset of a situation of interest.
@ Models force one to identify underlying assumptions.

® Models can be used to predict behavior or situations, and hence, to anticipate
potential prcblems in performances or situations.

1-2
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Modeis can be used to identify areas of uncertainty with respect to some
hypothesis. (e.g., in the world situation, for training research, etc.)

in the process of the IMT!A rasesarch, several different types of models were used.

major models were:

The cognitive model of the intelligence analyst. This model describes the
memory structure and processes of the cognitive system, emphasizing those
functions that are relevant to intelligence analysis.

Conceptual models and shared conceptual models. A conceptual model is the
functional unit in memory that determines how humans perceive and understand
their environment and how they communicate with each other. Shared concep-
tual models are knowledge ereas shared by two or more individuals (e.g.,
language, mission requirements, etc.). No communication is possible without
shared conceptual models,

The cognitive framework of the intelligence analyst. This is an expanded version
of the cognitive model. |t sets the cognitive and conceptual models of the intel-
ligence analy<t in the larger framework of the environment in which the analyst
werks. This framework identifies the major aspects of the analyst's environment
that impact on the analyst’s thinking processes, such as the analyst's goals,
mission requirements, user requirements, work setting variables, analytic tasks,
and input information that is used in creating the analytic product.

The production model. This model describes the intelligence production system
as it interreiates with the analytic tasks and affects the operational mission,

The threat model. This is a model of the geographic environment, and of the
enemy and friendly situations within which the analytic product Is developed. It
represents the most Important conceptual model shared by analysts and the
users of intelligence.

Thase models are considered separately for practical purposes and for ciarification.
In reality, the pihenomena underlying the models are all connected and the aspects
represented by each model interact to produce a comprehensive view of the working
analyst interacting with the analytic requirements.

In summary, the concepts evolved during the IMTIA studies and represented by these
models cari be used to:

Evaluate analytical performance and intelligence products.

Develcp training materials that can compensate for shortfalls in performance and
products.

Improve communications effectiveness throughout the production cycle.
Define better uses of automation.
Devise means for skill maintenance and improved transfer of training.

major findings and concepts that arose from the IMTIA study are summarized

below:

intelligence analysis is a process whereby:

1-4




— Information is collected in response to stated needs and requirements.
— Analysts must deal with problems of sparse data and scarce resources.

— Raw Information is transformed (processed and analyzed) so as to answer
specific questions concerning a real or potentiai threat to national interests.

— The transformed information is combined Into an !ntelligence product and
communicated to a user.

The research that led to the development of the threat model is represented by
the generlc cognitive model of the intelligence analyst. The model emphasizes
the importance of goals as the impetus for behavior.

Goais serve as the basis for determining “ldea! states" tor analysts, perfor-
mance, and product. ldeal states can be defined, and serve as a basis for
evaluuting performance and products of Intelligence analysis. Tne ideal product
sarves as a cheackilst agalnst which to evaluate an actual inteliigence product.

If the ideal product is specified In sufficient detail for a particular context and
user, the ideal product can also serve as a basis for determining collection
requirements and allocating available resources.

Behavior and performance are only meaningful when analyzed with respect to
context (work setting variables and environment). While cognitive processes
and cognitive skills are incorporated within the model and represent generic
processes applicable to all types of analysts, specific applications of the model
(e.g., to training, automation Issues, skill maintenance, etc.) must be context-
specific.

There are internal and external contexts. Internal contexts are referred to as
“"conceptual models". Conceptual models and shared conceptual models are
major concepts for ldentifying certain performance and communications issues.
Conceptual models determine how well analytl. tasks are performed.

Analytic tasks ere performed by variously comwining nine generic task segments.
These task segments represent the mental performances underlying intelligence
"analysis. The cognitive model is applicable across all types of intelligence dis-
ciplines.

External contexts are described .y the IMTIA production model and consist of
geographical environments, work setting variables, other analysts, users, data
sources, and so forth.

The construct of major importance to an intelligence analyst is the Threat Model.
The threat model combines internal and external contexts as defined above. It
Is a multi-dimensional representation of the battlefield environment, used for
integrating informational elements, analyzing options, externalizing mental con-
cepts, communicating with other analysts and users, and making predictions of
future possibilities and potential events.

The intalligence product itself, as wel! as changes in missions, users, require-
ments, and environment, serve to generate new collection requirements and ne-,
analytical questions.

1-6




2. COGNITIVE STRUCTURES AND PROCESSES

This chapter provides an overview model of the generic human information processing
system as studied In cognitive psychology, with particular emphasis on features that
relate to intelligence analysis. This model represents an organizational framework for
' discussing cognitive structuraes and p: .cesses, but does not depict the entire cogni-
tive modet with all of its complexities as presented throughout this report. The model
| consists of two components: static cognitive structures and dynamic processes that
] are brought to bear on information held in the system. These components are
] hypothatical in nature and do not at present have definite physiological correlates in
the brain. in subsequent sections, the information-processing model is used to dis-
cuss several performance issues relevant to effectiva intelligence analysis.

2.1 A General Information-Processing Model

Models of human Information processing are made up of two components: (1)
hypothetical memory structures that retain information and (2) processes that
operate on the information received from the environment and that direct the flow of
information from one structure to another. The model presented in Figure 2-1 sum-
i marizes at a very general level selected aspects of cognitive functioning that are
] logically involved in intelligence analysis.

Depicted on the left side of the figure are the external inputs to the system (the
external work setting context, including retrieval of old data from Intelligence jour-
nals or other external memory devices). The right-hand sectlon of the figure
represents the unobservable processing of information within the analyst's mind
leading to observable behavior. This processing is hypothesized to consist of the
interactlon of three types of memory: active memory (consciousness), episodic

memory, and semantic/factual memory. The present discussion is not concerned with
lower~order sensory processes.

Active memory ccntains the information that the analyst is consciously processing at
the moment. Active memory Is sald to have a fixed capacity for holding and operat-
ing on information (Baddeley and Hitch, 1874) and this capacity is believed to vary
gomewhat from individual to individual. The greater the capacity, the greater the
person's ability to aggregate and integrate separate elements of Iinformation into
higher-order units. It is believed that individuals can learn "cognitive economy" or
strategies for chunking information together so as to increase the total amount of
information that can be held in active memory at one time, but the number of chunks
that can be held at one time (the capacity of active memory) cannot be increased
with training (Chase, 1978). The use of learned conceptual models of the world as
Information chunking devices (see Chapter 3) provides one method for circumventing
the limited capacity of active memory. For example, a large amount of data concern-
ing a certain configuration of enemy units and movement could be summarized simply !
as a doctrinal attack pattern. The use of automated memory aids and/or team !
memory provides an additional strategy for reducing the likelihood of information
overload In active mamory (see Sections 2.5.1 and 2.5.2). The more complex the
operations being performed in active memory, the smaller the amount of information

2-1

o 4




TNTERSAL  WORKSETTING

EXTERNAL WORKSETTIAM
ConTeEY T

MESSAGES

ARLH IVES

(\' OTHER
ANALYSTS

Lo6S

_ AUTOMATED
ADS

I e

ALTIVE memonys
» COMCEPYUM. MOoOwL.
orTEANSNS
o=
ACTIVE mamoey :
* MUTER 1

Figure 2-1: General Model of the Human Information:-Processing System.

2-2

AN, i ARI A S R AR ML % A s s

—



that can be operatad on at that time (Geiselman and Bellezza, 1975). For example,
rote Journalizing of data would be less iikely to interfere with the ongoing monitoring
of Incoming information than would hypothesis ganeration.

Episodic memory contains a record of the perceptions and thoughts (encoding)
axperiencad by the analyst. The greater the frequency of processing and/or the
amount of processing given to information, the greater the consolidation of that infor-
mation in memory. The consoclidation process is discussed in Section 2.2.2. The
episodic record Is ordered temporally and is belleved to have no identifiabie capacity
limitations. Although some memory thearists speculate that no information is ever
arased from apisodic memory, all agree that some memories are more accessible than
othars. Memory accessibility varies from time to time and with the immediate
retrieval contaxt. Although recognition meniory is typically higher than recall memory,
manipulation of the context at the time of memory retrieval can produce situations
whera recall performance actually exceeds recognition performance (Flexser and
Tulving, 1978). It is important for the intelligence analyst to recognize memory-
retrieval shortfalls so that external memory aids are utilized effectively and memory
inaccessibility or non-recognizability is not interpreted as an absence of the informa-
tlon in question. Problems of memory access relevant to intelligence analysis are
discussed in Section 2,2.3.

Semantic and factua! memory contains a knowledge base that is not temporally dated
or linked to specific episodes (such as deflnitions of terms and doctrine) or to
organizational/procadural structures (rules of logic, conceptual modeis, prototypes,
goals, plans, blases, skill routines). Information structures held In semantic and fac-
tual memory provide the basis for Interpreting the world. The development of
"expert systems" is, in part, directed toward modeling and understanding the
semantic/factual knowiedge of individuals who show a high levei of performance
within a particular domain of interest. A major goal of the human information-
processing system Is to make irregular patterns of information regular. This goal is
reflected in the interaction betwzen semantic/factual memory and active memory as
depicted in Figure 2-1. Assimilation refers to the modification and elaboration of new
Information to fit prior conceptions or hypotheses (i.e., interpratation of information
through selection and ¢ *neralization, see Section 2.2.1). Accomodation refers to the
modification of the existing contents of memory (e.g., within a conceptual model) to
accept new or inconsistent information. These two processes are the mechanisms
through which knowledge is acquired. When assimilation is carried to an extreme, a
bias toward confirming pre-conceived hypotheses is in evidence (as with a confirma-
tion bias, see Section 2.4.4); whereas when accomodation is carried to an extreme,
the analyst may disregard the probabiiistic nature of intelligence data and exhibit a
bias toward switching hypotheses upon receipt of minimally conflicting information.
Both of these extreme tendencies are more likely to occur under conditions of
stress.

The analyst can avoid the possibie negative consequences of the extreme cases of
assimilation and accomodation by utilizing an evaluation structure that allows weight-
ing of evidence in both past and future episodes of the ongoing scenario. Over-
assimilation can be avoided by retaining a structure for indicators and episodes of
alternative hypotheses. Over-accomodation can be avoided by forcing an archival
justification of new hypotheses to the equivalent level of established hypotheses.
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2.2 Information Contants Modification Cycle

Cognition within the above information-processirg system may be chara~terized as a
sat of interrelated processes that operate on the available information contents in
memory and modity them.

Since information from the senses and in memory const.tutes the raw materlai upon
which intelligence analysis is based, Information modification mechanisms have impor-
tant implications for understanding and predicting the orlentations and nature of ana-
lytic interpretations and estimates. The descriptive model of apalytic behavior
developed here builds on an understanding of basic cognitive processes and
attempts to explain analysts' interpretation, storage, and recall of information. At a
general level, the mode! desciibes the dynamic interplay between inconing informa-
tlon and previously stored information (i.e., internal memories). Processes that are
cantral to this interplay encompess the memory meodification cycle involiving informa-
tion flltering, memory consolidation, and memory access interference.

Associated with thiese mechanisms aire several shortfalis in information processing
tled to limitations of the human information processing system. These problems are
presented and candidate safaguard.. or solutions are offered. 1some cases, simple
awerenaess of the problems may limit their occurrence.

2.2.1 INFORMATION FILTERING

The Information filtering mechanism is composed of two complementary functions:
selectivity and generalization.

The selectivity mechanism filters the raw inforination pattern and selects out those
aspeacts that are significant. This is done by comparing the contents of the currently
active conceptual model (see Chapter 3) with the raw information. If an adequate
match is found that tags the raw input as significant, the input is assimilated into the
analyst's data base as a member of an existing mental category.

This initial comparison often results in passively rejecting significant information in
the raw Input because it does not fit the mental category assigned to it. It the
overall first impression of the input information pattern is a good match with the
gross features of existing memory contents, disparities bhetween the input pattern
and the memory information pattern at more detailed levels are frequently not even
noticed. Thus, actual dispearities are ignored and the erroneously perceived informa-
tion is assimilated into the existing conceptual model (see Figure 2-1). Selectivity
reduces memory load for specific instances, but details that are ignored may later
turn out to be significant.

Selectivity Is biased by expectations. This bias is the result of a mechanism called
polarization filtering. Polarization filtering is a variation of selectivity filtering, in
which an expectation that has been established increases the accessibility of
memory contents related to that expectation. This includes information for confirming
or denying ex; ctations, aithough in general, positive expectations are more pre-
valent, {eading to the confirmat: .-. bias (see Section 2.4.4). When these expecta-
tions are related to formal analytic hypotheses, polarization filtering leads to accept-
Ing such hypotheses with insufficient evidence (Type 1 error). The polarization
affect focuses attention on the features of the expectation, thus passively
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rajucting other potentially important information that happens to be irrelevant for
confirming or denying the expectation.

The polarization effect can bring positive results when unfolding events correspond
to expeactations, and negative results when events are unrelated to confirming or
danying expectatiocns. Polarizing effacts are stronger when an expectation is impli-
clt (l.e., Is uneaxamined or unquestioned in awareness). Therefore, explicit question-
ing of expeciations and identification of underlying assumptions can reduce polariza-
tion. This is the reason that the IMTIA research has identified the need for intelli-
gence analysts to davelop their skills in "identifying assumptions" (see "Handbook
for Strategic Intelligence Analysis").

in contrast to selectivity mechanisms, generalization mechanisms filter raw input
information by determining the types and degrees of similarities required to recognize
things as members of weli~known categories. The confident use of acquired
knowledge depends on being able to generalize from experience. Generalization is a
fundamental process for organizing iarge numbers of unique instances into manage-
able form. Success in applying past experience (memory information) to the present
depends on the valldity of the generalizations employad. Given that generalization
often ignores significant differences between specific instances, such differences
should be recorded as appended information in the event that the generalizations
should later prove invalid.

2.2.2 MEMORY CONTENTS CONSOLIDATION

Mamory contents, including information recently passed through the filtering process
and stored in episcdic memory, are consolidated (l.e., made more accessible and
vivid) as a joint function of the frequency of processing and the amount of attention
used In the processing. Thus, more frequently encountered, important types of
experiences upon which significant mental effort is expended become more vivid and
Immediately accessible in memory.

The increased accessibility and vividness of particular memory contents increases
the likelihood that they will be used as filtering criteria for future, somewhat similar
raw experiences. For this reason, the contents consolidation mechanism can have
important Implications for the accuracy of analytic interpretations and estimates. If
the results of the consolidation mechanism match the realities of future events to be
interpreted, the effects of consolidation are advantageous; if not, the effects are
detrimental. Long term static conditions tend to increase the positive aspects of the
consolidation process, while eras of rapid and significant change do not.

Consolidation can result in a phenomenon called the caricature effect, a type of dis-
tortion of the input information following mental rehearsal of an experience, rumina-
tion about an experience, or problem-solving behavior about an experience. These
cognitive activities can increase the accessibility and the vividness of the particular
memory contents related to that experience. Given no additicnal external informa-
tion about a certain experience, continued rehearsal, rumination, and thought tend to
emphasize and de-emphasize various aspects of the memory of that experience.

The result of emphasis and de-emphasis is to "normalize" usual or expected aspects
of the memory and to exaggerate unusual or unexpected aspects, with
usualness/unusualness being judged in relation to the rest of the overall memory
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structure. That is, the consistency of usualness between some of the contents of
the particular memory and the balance of memory contents may be exaggerated
beyond their original consistency, and the disagreament and inconsistency in other
parts of that particular memory may also be exaggerated beyond their original condi-
tion,

Since the combined results of these processes tend to produce a memory that is a
caricature of the origina! contents, the result is termed the caricature effect. This
effect tends to feed on the elements of unusualness and surprise and to overem-
phasize these elements as compared to the more expected elements of the experi-
aence. If the novel elements of an experience are accurate components of a future
similar event, the caricature effect may provide help in interpreting the future event.
If not, the caricature effect can impede accurate interpretation, especially if the
interpretation must be based on incomplete data.

The cariceture effect is a special "no new information" version of the consolidation
mechanism (the latter being based on repeated instances of a certain pattern of
external experience). Since the caricature effect depends partly on the experience
of initlal surprise followed by unshared and unexamined rehearsal and rumination, the
conditions for predicting and controlling the caricature effect are at present only
partially understood. This effect might be minimized by reviewing the journalized
record of the initial interpretation and perhaps by discussing the unusual aspects
with other analysts.

2.2.3 MEMORY ACCESS INTERFERENCE

For memories to be useful to the analyst, the analyst must be able to access them.
Accessing a memory of an earlier event occurs in one of two ways: recall or recogni-
tion.

e Recall consists of accessing the memory contents from an earlier experience
when receiving a name or description of the situation within which that 2vent
was experienced. Recall consists of, for example, responding to ihe guestion
"What kinds of vehicles were present in the imagery you viewed before lunch
yesterday?"

e Recognition consists of accessing a memory for an earlier situation that matches
currently presented specific information. Recognition consists of, for example,
responding to the question "ls this frame of imagery the same as one that you
viewed before lunch yesterday?"

Interf2rence In accessing memory occurs for both recognition and recall. Memory
retrieval is most efficient when the memories are discriminabie. Memories for very
similar experiences can interfere with one another during memory access from
apisodic memory, slowing access and making it less reliable and less accurate. Such
interference can have strong effects on the memory information available for the
filtering stage of the next cycle.

The two main interference effects are the /ntervening similarities effect and the
similarities saturation effect.

For both recall and recognition, highly similar experiences that have intervened
between the original experience and the current requirement for memory access
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tend to intarfere with the accessibility of the original memory waterial; the interven-
ing slmilarities effect creates intarference with memory access for both recall and
recognition. Thus, an analyst processing many messagas of very similar contents
from the same domain, under constant conditichs, and over an extended period of
time, is unlikely to be able to recall the specific messages processed during a cer-
tain period of time. Also, the analyst may not be able to recognize a specific mes-
sage presanted for ra-examination as having ever been processad.

External memory aids shouid be used when intervening similarities interference can
be anticipated, and when it must he circumvented. The use of external memory aids
is discussed in Section 2.5.1. When interferance cannot be anticipated, and is
recognized only after the events have occurred, the analyst should try to mentally
reinstate the context surre ding the event in question, drawing upon any unusual
detalls that might make the ....mories discriminable.

The similarities saturation effect occurs following concentrated repeatitions ot tughly
similar expaiiences that saturate related areas of memory with many highly similar
memory contents. This increases the difficulty of comparing across, and discriminat-
ing between, many similar memories, and causes reduced speed and accuracy in the
processing of each new related experlence. It also interferas with rapid and discri-
minable storage of the similar new experiences in memory. The similarities saturation
effect cen be lessened by providing the individual a chance to refocus attention on
different memory contents, if possible, thus allowing the interfering memories to
become less vivld and less immediately accessible. Following recovery from satura-
tion, the capacity for new discriminations in that area of memory is restored.

The intervening simiiarities and similarities saturation forms of interference with
memory parformance are predictable cognitive mechanisms of information processing.
They operate to weaken and diffuse the experiential information available from
episodic memory by affecting the spe=ad, reliabllity, and accuracy of access to
mamory contents. Such weakening and diffusion can change the pattern of the
memory contents that will be used as filtering criteria for the next cycle of experi-
ence and memory m~odification.

In summary, there are three potentially predictable and controllable cognitive
mechanisms that operate in a cycle to modify information contents available from
memory. Since memory contents provide a large portion of the information used in
making many intelligence analysis interpretations and estimates, the information con-
tents modification cycle is an important concept for suggesting ways to improve
intelligence analysis.

Within this cycle, information is filtered, consolicated, and otherwise modified.
Selective filtering may operate to ignore (filter out) aspects of the input information
that diverge from stored information. Polarization, stemming from established expec-
tations, may increase the chance of processing information that would otherwise
have been filtered, but it may also lead to filtering of other information not directly
related to confirmation or denlai of the expectancy. Generalization is an important
mechanism that operates during the filtering process to aggregate large amounts of
dats into manageable form.

I ~ut Infoimation that has passed thruugh the filte ing process is consclidated with
pro--axistii; infonnation contents. Trrr consoiddauen process Increases access to
frequently used information, but it may also lead to various distortions of the
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Information. Accessibility to memory contents is also determinaed by the relationships
of various kinds of information in storage. For exampla, input Information that is
nighly similar to stored information can create confusion and interfaere with recall or
racognition.

2.2.4 AWARENESS OF MEMORY FUNCTION

Often we are not aware that we use information that comes from memory. A simple
llustration of this phenomenon can be seen in the contributions of memory to the
task of ldentifying a military vehicle masked by a tree. Visible parts of the vehicle
provide the cues for matching and decoding memory contents and reccnstyucting the
visually missing parts of the vehicle. As the fill-in is accomplished, the image of the
tree is effactively dimmed or the event erased from consideration. At this point the
tree Is down-graded or eliminated from awareness, and a “"camouflaged tank retri-
aver" Is confidently reported. The process of using information from memory for fill-
in is usually dismissed or not even noticed. The same sequence of data occlusion,
fill-in, and downgrading of irrelevant information occurs continuously for conceptually
more complex and subtle forms of experiences assoclated with analysis. Fill-in is a
useful process because it allows for interpretation and prediction when only partial
information is available, but it can also lead to premature interpretations of the data.
Data occlusion and downgrading of information are also useful and Indispensible infor-
mation processing mechanisms, used for organizing and filtering data; they save time
but they can also lead to inadvertent oversights of potentially important information.
Intelligence analysts must be aware of these limits of the cognitive mechanism.

2.3 Positive and Negative Aspects of the Processing System

The structural and processing characteristics just described have both positive and
nenative aspects assoclated with It. The constraints on the human information pro-
ceassing system have the following positive results:

® Constraints make it possible to organize multitudes of environmental stimuli into
meaningful categories.

@ Without categorization, meaning could not be assigned to th= various perceptual
inputs.

e Perceptual inputs could not be as ned relevance values.

» Similarities between stimuli that lead to the assignment of items to categories
would not be recognized.

e No reference points wouid be available to make judgments or predictions.
e Patterns would not be recognized as meaningful.
e Probabllity assignments of future possibilities would be impossible.

In other words, characteristics such as filtering, assimilation, and consolidation are
adaptive processes. They can be thought of as rules Imposed by the cognitive sys-
tem that are responsible for organizing environmental stimuli into meaningful informa--
tion and make It possibie for humans to deal with new and with old information. At
the same time they also tend to distort the true picture of the world and in that
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capacity, they are at the basis of cognitive biases. Cognitive biases have received
a great deal of attention in the Information procassing literature and are particularly
relevant to intelligence analysts. who must make inferences basad on uncertain and
sparse data. While the rules of the cognitive system tend to work well In everyday
situations, intelligence analysts deal with sltuations that are much more structured
and that require more discipline. In such situations, the effacts of cognitive biases
tend to be more pronounced and consequentlal. These effects can be partially cir~
cumvented through awareness.

In the following paragraphs, the major recognized biasas are brigfly described.

2.4 Cognitive Biases

The term bias refers to a subjective point of view. Typically, the term is used to
Indicate preconceived (and generally false) notions, attitudes, or judgments about
something or someone. Biases are the result of being associated with specific
environments, or they are the result of specific characteristics associated with the
human infor.nation processing system. Biases can be categorized as fo'lows:

¢ Cultural and Personal.
e Organizational.
e Cognitive.

Cultural blases are constraints on ones thinking, acquired during maturation from
widaly held beliefs, practices, or cognitive styles that characterize one's specific
soclal environment. Personal bilases are constraints that arise from specific past
experlences of the Individual. Organizational biases are constraints on cognitive
flexibility imposed by local Information, goals, mores, and traditions, that havae
evolved within the specific organization in which the individual serves. In many
instances, cultural, personal, and organizational biases are in tact identical to the

underiying assumpiions that wairs discussed in the nrevious section.

Cognitive blases differ from the above in that they are to a large extent inherent
charactaristics of the way humans think, both in the way they recall information from
memory and in the way they process (perceive and understand) information from
their environment,

Al humans are influenced by biases. The important issue, for analysts, is to recog-
nize the types of biases that erist and be aware of the potential influences that
these biases may have on intelicence anelysis.

While cultural, personal, and organizational biases {end to distort one’'s view of the
world, cognitive biases are not necessarily detrimental to one's thinking. In the
absence of Information, a preconceived idea ubout something can at least give the
analyst a starting point for thinking about a situation. However, it is critical for the
analyst to raalize that the source of the idea is internal, and that the uncertainty
level associated with it is quite high.

In general, cognitive biases tend to distort what is remembered, how it is remem-
bered, as well as how information is evaluated. Several of the more common cogni-~
tive biases are discussed below.




2.4.1 SELECTIVITY BIAS

Information Is selectively racalled as a function of how vivid, concrete, and parsonal
it is. Vivid information has a greater impact on thinking than pallid, abstract informa-
tion that may objectively have greater value as evidence. Intu'mation that is per-
sonally perceived is also likely to be better remembered than information received
secondhand. Initial impressions and items that are first in a series also tend to uve
more vivid, and haence, better remembered.

Intelligance analysts generally work with secondhand information. On occasions
whan the analyst directly perceives information, such as during foreign travei or
through direct communication witn a national from a particular cour.ry, these events
and information will become especlally notaworthy. Such vivid experiences are often
a source of new insights, but they can also be a cause of self-deception, and hence,
thay can bias your interpretation of a given situation. In the instance of foreign
travel, the visitor tvpically will become familiar with only a small sample of people
represanting a narrow segment of the total society. Incomplete and distorted per-
caeptions are a common result of the selectivity bias.

2.1.2 AVAILABILITY BIAS

Tha ability to recall instances f an event is influanced by how recently an event
occurred, by personal involve :nt, by how important it seemed at the time, and by
vivid details. All of these factors are unrelated to the true probability of an event.
These factors do, however, Influence our judgment by making recall of such events
more easlily "available" from our memory.

When maiking judgments about the likellhood or frequency of certain events, the
avallability rule ot thumb [s used. Accerding to thic rule, the probability of sume
aevent is judged by the ease of imagining ielevant instances of that event or the
number of such events that we can easily remembter. The availability rule otten
works quite well, but it can be misleading when the recalled vividness of an event is
unrelated to its probability.

Using the availability rule is a time saver, but the inteliigence analyst must be aware
of such shortcuts and recognize the strengths and weaknesses of thelr use.

2.4.3 ABSENCE OF EVIDENCE BIAS

A principal characteristic of intelligence analysis is that key information is generally
lacking. Analytical probiems are seiected on the basis of their importance and the
perceived needs of the users, without much regard for availability of intormation.
Analysts must do the best they can with limited information, but they must also anti-
cipate the gaps and somehow take into account the fact that relevant information is
known to be missing. Missing data are a normal characteristic of intelligence prob-
lems. Research has shown the difficulty that even experts have in recognizing and
Incorporating missing data into judgments of abstract problems.

The notion "out of sight, out of mind" should not be a description of the impact of
gaps in information. The analyst needs to be able to explicitly identify those
relevant variables on which intormation Is lacking, consider alternative hypotheses
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concerning the true status of those variables, then modify their judgment (and espe-
clally their level of certainty) accordingly. It Is also relevant to consider whether a
lack of information on such variables is normal, or whether the absance of information
is itself an indicator of unusuai activity or Inactivity.

2.4.4 CONFIRMATION BIAS

The confirmation bias is the result of the tendency to perceive events in such a way
as to confirm existing beliefs. It can occur in one of two ways. The first occurs
baecause of a tendency to only perceive events that fit within existing conceptual
models. The second way is distorting the meaning of what is seen, so that it fits
precnnceived ideas.

The confirmation bias is very pervasive; it is a result of a need to understand the
gnvironment in terms of what is already know. This need leads to perceiving what is
expected to be perceived.

This Is important to remember during the process of generating hypotheses about a
situation or some future event. The confirmation bias causes the perception or
interpretation of information in a way that will confirm hypotheses that already exist.
At the same time, this biase can prevent the realization that the new data do not
support the existing hypotheses.

2.4.5 OVER-CONFIDENCE 8IAS

A large component of any analyst's job is to summarize complex ensembles of infor-
mation into dichotomous iudginents. For instance, an analyst might have to decide
whether a particular set of maneuvers are exercises or the early stages of an
attack. Or, on the basis of personal impressions and reports, an analyst might have
to decide whether a particular informant is or is not competent.

An important aspect of such judgment tasks is the degree of confidence that accom-
panles them. That confidence may determine whether or not more information will Le
gathered, or whether an action wili be taken.

In general, there is a tendency to be overly confident in their ability to make those
types of judgments. Even with minimal infoermation about a topic, there is a tendency
to generate a great number of hypotheses concerning a judgment task without test-
ing these hypotheses properly. Over-confidence in judgments has been found to be
the rule, rather than the exception. Such over-confidence may lead to premature
cessation of information gathering and to ineffective decision making The most
effective way to overcome this type of bias is to be aware of it.

2.4.6 THE OVER-SENSITIVITY TO CONSISTENCY BIAS

Internal conslistency in a pattern of evidence is a major determinent of confidence In
judgments based on that evidence. In one sense, consistency is an appropriate
guldelire for evaluating evidence. Alternative explanations or estimates are formu-
iated and one selected that encompasses the greatest amount of evidence within a
loglcally consistent scenario.
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Under some circumstances, however, consistency can be deceptive. Information may
be consistent only because it is redundant, in which case many related reports may
be no more Informative than & single one of them. Or it may be consistent only
because the information came from a very small sample or a biased sample.

When working with a small but consistent body of evidence, analysts need to con-
slder how representative that evidence is of the total body of potentially available
information. If the analyst is stuck with only a smali amount of evidence and cannot
determine how representative the evidence is, confidence in judgments based on
this evidence should be low regardless of the consistency of the information.

2.4.7 THE RELIABILITY BIAS

There is a tendency to deal with Information at face value, regardless of the reliabil-
ity of that information. There are many reasons why Information may be less than
perfectly reliable: small sample size that is not representative of the totality of the
informatior; misperception or bias on the part of the source; distortion in the report-
ing chain; misunderstanding or misperception on the part of the analyst. Further,
some of the information used In analysis is retrieved from the analyst's memory, and
the degree of reliability originally attributed to the information may have been long
forgotten,

Analysts generaily must consider many items of information with different degrees of
reilabi'” ‘ that are related in complex ways. It is unlikely that the analyst can make
neat mathematical or even intuitive calculations that take all reliability factors into
account. There seems little the analyst can do about this problem short of breaking
the problem down in a way that permits assigning probabilities to individual items, and
then using a mathematical formula to integrate the separate probability judgments.

[ 3 3.
€40

Impressions tend to persist even after the evidence that created those impressions
has been fully discredited. When evidence is received, there is a tendency to pos-
tulate a set of causal connections that explains the avidence. Even though the evi-
dence may subsequently be discredited, the causal links remain plausible even in the
absence of the now discredited evidence.

Congidar the example of an analyst receiving information from a clandestine source.
The analyst may have formed a number of favorable impressiuns on the basis of ear-
ller raports from this source. When the analyst finds out that the source is under
hostile control and that the received information is probably unreliable, the analyst
will tend to rationalize earlier impressions by arguing that the information is true
daspite the source being under control, or by doubting the validity of the report
clalming the source to be under control. In the latter case, the phenomenon of
“impression perseverance" may itself affect evaluation of the evidence that sup-
poseadly discredits the impression; this is due to a tendency to retain initial impres-
sions concerning the validity of information ant disbelieve new evidence that con-
tradicts the initial impressions.

MR A LAl s lea e e ke kb o on ki e i e




2.4.9 ANCHORING

Anchoring is one strategy that people seem to use intuitively and unconsciously to
simplify the task of mentally processing complex information. Some natural starting
point is used as a first approximation to the desired judgment.

This issue is particularly relevant when moving into a new work setting and taking
ovar rasponsibilitias from a predacessor. The predecessor's analytic estimatas
become a starting point. This starting point is then adjusted, based on the results of
additiona! information or analysis. Typlcally, however, the starting point serves as an
anchor or drag that reduces the amount of adjustment made, so that the final esti-
mate remains closer to the starting point than it ought to be.

Anchoring is a particuiarly difficult blas to avold. Analysts may attempt to ignore
their previous work or others' earlier judgments and re-think the problem through.
Time and information constraints may preclude using this solution. An alternative
solution might be the use of formal statistical procedures. Bayesian statistical
analysis, for example, can be used to revise prior judgments on the basis of new
information in a way that is designed to avoid the anchoring bias.

2.5 Memory Aids

2.5.1 AUTOMATED AIDS AND MEMORY LOAD

The information resources and variables in analytic work settings are usually quite
complex. The loads imposed on Internal memory are lessened by automated and
non-automated memory aid: such as computerized maps, data bases and other refer-
ence materials. Such external aids have advantages. The externallzed information
modals they contaln (templates, doctrine, IPB, etc.) do not suffer from memory modifi-
cation and judamental distortion factors that affect models stored in the analyst's
cognitive memory. Unfortunately, such materiais are costly to produce, slow to
update compared with the analyst’s internal storage memory, and usually provide only
a partial match with the realities toward which they are aimed.

Apart from the potential analytic value of automated memory-aid materials, their han-
diing and use can pose some problems for the analyst. Passive versions of such
supports, which must be remembered and activated to be of use, can sometimes con-
tribute to an analyst's memory load in locating materials. Active versions of such
supports (such as alarms, forced displays, flashing prompts, rigid reminder schedules,
etc.) can create interruptions, distractions, and procedural overload, by diverting the
analyst's limited capacity for attention. This is more likely when the memory aid is
used for higher-order processing ot extensive stored intermediate results (problem-
solving operations). On the other hand, active supports might prove valuable to
analysts during times of stress.

2.5.2 TEAM MEMORY

An external memory resource widely used by analysts -- especlally under trying cir-
cumstances -- Is the "team memory" rapresented by colleagues. Team memory is
invaluable as an external memory supports for several reasons:
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Wuery formulation |s comparatively easy; a colleague can not only provide infor-
mation, but can help the analyst define a need and frame a query in terms under-
standable to the colieague.

Rapld response is available; a colleague can quickly indicate whether or not any
help can be expected. This allows the anaiyst to search widely in a short time if
necessary.

Rapid update of colleagues’ memory contents can be schieved under some con-
ditions tor which materials~based memory support systems would require consid-
erably more time.

Self correction of memcry resources is somewhat automatic, since colleagues
tend to recognizea their memory shortcomings and try to correct them. While
matarials-based memory support systems could, in principle, be designed this
way, it is not likely to be realized in the necar future.

Active problem solving by coileagues is frequently included as part of the team-
memory services to one ancther; relevant memory contents are not only located
and communicated, but also compared, placed in contexts, and evaluated.

The one disadvantage that may result from the use of team memory is that colleague
tasks may become disrupted. This is often an inescapable result of using team-
distributed memory. The availability of team-distributed memory cannot be
guaranteed under conditions of high organizational work load, unless extra personnei
have been planned for such functions.
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3. CONCEPTUAL MODELS

While the functional bases of memory and Information processing are described in
terms of the structuras and processes described In the previous chapter (l.e., active
memory, episodic, semantic/factual), the unit of memory contents is represented by
the conceptual model.

3

Conceptual models are also functional units in the sense that they represent the
actlve, currently available contents of memory that determine what infermation is per-
ceived and how it is processed. The "what" and the "how" of information processing
varies depending on the contents, the complexity, and the recency of the conceptual i
modael that is in active memory at the time information is perceived. The values of |
the conceptual models’ parameters (e.g., complexity and size) determine the ease or :
difficulty of learning and remembering new information. As a resuit, they have an
important impact on the design of training materials. For example, training materials
for new analysts must pe designed quite differently than training materials used for
the maintenance of the established skills of experienced analysts.

The characteristics of the conceptuai model also impact on the quality of communica-
tion between people. Since communication is a pervasive probiem, the implications
derived from specifying the nature of conceptusal models and shared conceptual
models can make a significant difference to the analytic community.

3.1 The Nature of Conceptual Models

Learning always occurs within a given context, that is, within the context incorporat-
ing the learning material. This context is called a conceptual model. The important
polnt about conceptual models with respect to learning new information and with
raespeci to commuiicating with others, is that conceptual models have narameters
that have different ~values as a function of the amount of knowledge the person has
In the target area. i

Conceptual models (CMs) are coherent systems of knowledge that are used to

assign meaning to the environment, to think, to remember, and to solve problems.

CMs serve as blueprints for aggregating large amounts of intelligence information into ;
meaningful higher-order units. The use of CMs as information chunking devices pro-

vides one method for circumventing the limited capacity of active memory {see Sec-

tion 2.1).

Each element of stored knowledge is associated with one or more conceptual models;
l.e., a person’s memory does not conigin stray bits of data that have no connection
to any type of context. Itis the r.cntisxt, i.e,, the conceptual model, that determines
how easlily new information will b.e learned, how quickly it will be forgotten, or how
new information will alter existing knowiedge. For example, if a person knows a
great deal about a particular topic, new information associated with that topic wili be
learned much more easily than if the topic is unfamiliar. Implicit in that statement Is
that training materiais must be presented differently In the two cases.

Conceptual models are generelly crganized ty subject matter. Typically, humans
have CMs concerning all topics that they have learned about over their iifetime.
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Obviously, the amount of knowledge about each toplc varies and has different
degrees of relevance to the parson In question. The way CMs are characterized has
important Implications for understanding and predicting how people learn, solve prob-
lems, and communicate with others and hence, has implications for the design and
development of training materials for intelligence analysts.

The characterization of conceptual models by parameter values also makes it possi-
ble to hypothesize how the memory mechanisms described in the previous chapter
(e.g., flitering, assimilation, or Interference) Influence information processing
(Welchel, 1972). It is likely that various cognitive biases are differantially detrimen-
tal as a function of the parameter valuas of the conceptual mcdel in use at the time.
Intelligence analysts must constantly be aware of the various cognitive biases that
can distort their analytic findings. Understanding the bases for cognitive biases can
mitigate some of the circumstances under which analytic errors can occur. Under-
standing the differential effects of cognitive biases as a function of specific con-
ceptual models can alleviate some of the need for this constant vigilance.

There are different typas of conceptual models. For example, conceptual models for
language or for storing temporary information are quite different than conceptual
models that deal with factual knowledge. The present document deals only with con-
ceptual models that are made up ¢. factual and conceptual information as used by
intelligence analysts.

Intelligence analysis involves the assign:ie.:t of meaning to new inputs combined with
previously stored Information. This pro.ess is largely concept-driven (Norman &
Bobrow, 1975) in that the analysts’ goals, hypotheses, and knowledge of the world
dictate Information collection priorities and processing/interpretation strategies and
biases. Each analyst has his or her own stored conceptions of the world that guide
concept-driven processing.

Both semantic/factual and actlive memory are organized by conceptual models. CMs
are stored In semantic/factual memory, but must be transferred to active memory
before they can be used to interpret external or internal stimuli, Information pro-
cessing (including learning, forgetting, and reorganization of xisting information) pro-
duces a change in the active CM. Information in active me. -y is considered to be
dynamic and to become reorganized with new inputs (Hopf-Weichel, 1977), whereas
information stered In long-term inemory (semantic/factual or episodic) is considered
to be latent. This view has implications for intelligence analysis in that it impacts on
the functioning of attention and vigllance. Far example, environmental stimuli that
are not related to an active CM will tend to be ignored. Many cognitive biases can
be interpreted and understood within this framework.

Because of the role of CMs as information chunking devices, an understanding of
their contents and characteristics can greatly facilitate the development of effec-
tive training materials.

3.2 Characteristics of Conceptual Models

Conceptual models can be visualized as sets (in the set-theoretlc sense) that over-
lap In varying degrees. The elements of these sets incluJie:

3-2

e f e e e




]
!
]

Items of information (e.g., background knowledge concerning the geography of a
particular country).

Relationships among items (e.g., effect of weather on mission effectiveness).
Goals (e.g., national security, winning the first battle).

Plans for behavior (e.g., what information to collect to achieve goals).
Saquences of behavior (e.g., the best way to ~ollact Information).

Time relationships (e.g., when a message was received, or when a particular
Informational item must be available for processing within a given timeframe).

Access to othar CMs.

Knewladge concerning the contents of other people’'s CMs. This is important in
thut it allows one to optimize the benefits of shared conceptual madels (see
Section 3.4).

Conceptual models can be characterized in terms of a number of different parame-
ters, with the value of each parameter varying depending on the CM involved. Some
of these parameters Include:

SIZE. This is an Indication of the amount of knowledge associated with the par-
ticular CM. The higher the value, the more is known about the subject matter of
the CM. In general, the larger the CM, the easier it is to add new items.
Increases In size come about when new Information is added to an active CM
(i.e., a CM that is in active memory) or when information from two or more CMs
are combined.

COMPLEXITY. This is an Indication of the degree of structural complexity among
the items within a CM. This, in turn, indicates the amount of understanding asso-
clated with the topic of the CM. "Understanding" subsumes a knowledge of
Interrelationships among items, their influences, and potential consequences for
future events. In general, a higher value on "complexity" is associated with
greatar probiem-soiving and decision~making abllities with respect to the CM.

NEWNESS. This refers to how recently a CM has become established. For
example, an analyst who has recently been transferred to a new country area
has a newer CM for that area than an analyst who has been In the area for
several years. In contrast to weli-established CMs, the newer the CM, the
greater the probability that items associated with a new CM will be forgotten. In
general, new CMs wiil have slower learning rates than well-established CMs.

FREQUENCY. This refers to how frequently a CM is entered into active memoary
and is the basis for practice effects. A new CM used frequently rapidly
becomes a well-established CM. In general, infrequently used CMs (e.g., as
whan an analyst only passes through a country two cor three times, rather than
being asslgned to it), will be associated with more forgetting and slower learning
rates.

“AFFECT". Some topics are of more interest and/or are more important to a per-
son than others. Such topics have a higher "affective value", which is associ-
ated with higher motivation, attention, 2asier learning, and better retention. CMs
with higher affective values aiso tend to have better defined geoals than CMs
with fower affective values.
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e PLAS .CITY. This is related to the dynamic nature of information stored in active
memory. Plasticity is a paramater that tends to be invariant over aill CMs of a
given individual, but tends to vary across individuals. It refers to the fact that
soma Iindividuals are more easily able to reorganize information within and
between CMs than other individuals. A high value on plasticity Is associated with
creativity, as when a new solution is found to a problem because the new solu-
tion is simil: - to one that applias in a completely different context.

The parameter values for any given CM tend tc be highly correlated with each other
and tend to determine how well or easily information associated with it is learned,
processed, and retrieved. This has an impact on the development of training materi-
als, on the issue of automation, and on the development of shared conceptual models
which form the basis for effective communication.

New conceptual models can be formed in a variety of ways:
o By reorganizing existing CMs.

« By being faced with an Iimportant goal or problem for which no adequate
know ige (background, specific, or procedural) is available,

e By perceiving stimuli (events, behaviors, physical shapes, etc.) in ones environ-
mant that have no meaning within one's own conceptual framework. In general,
however, unfamiliar or strange stimuli are simply assimilated within existing CMs
(see Section 2.1), hence the differences among reoples’ perceptions (and later
racall) of the same situation or event. Thesa differences in perception lead to
misunderstandings and poor communication.

3.3 Knowl!ed~ Base Taxonomy for Intelligence Analysis

Conceptual ‘Is are made up of various types of knowledge that are stored in
semantic/fact. + memory. Iinformation from the environment is interpreted and
aitered in acth  .nemory when it activates or otherwisa interacts with a CM. This is

true no matter how simple the environmental information, and no matter how simple
the transformation. It is important, therefore, to identify the information that
comprises the anu' sts’ and the users’ CMs.

A taxonomy of knrwiedge (see Figure 3-1) was developed based on a composite of
answers obtaine an-the-job interviews with analysts, conducted during the IMTIA
project. This taxonomy does not represent an exhaustive listing of the information
encompassed by CMs. One major concern was to determine what types of
knowledge are required for analysts to perform effectively and how the presence or
absence of one type of knowledge or another might affect performance.

The results of the analyst interviews were categorized into a taxonomy of
knowledge comprising three types of information:

@ Specific knowiedge refers to the knowledge necessary to interpret specific
environmental information and includes the meaning of input messages, electronic
signals, or imagery, for example. These are typically discrete elements that may
or may not form a patter;. but that do have a representation in memory.

e Background knowledge refers to the knowledge required to Iinterpret specific
information within the analytic context. Background knowledge includes
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Figure 3-1: Knowledge Taxonomy for Intelligence Analysts.
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information about a particular territory; for example, its geographic, ethno-
graphic, or dactrinal characteristics. Information concerning users, missions, and
goals are aiso aspects of the background knowledge of an analyst.

e Procedural knowledge includes the rules that are used during Interpretation
(such as rules for constructing meaning, for drawinq inferences, and for making
decisions) as wall as the cognitive tools and methodologlas used by analysts.

3.3.1T SPECIFIC KNOWLEDGE

Specilfic knowledge refers to the ongoing flow of information that an analyst has to
process. In proceassing such information, analysts look for meaning and patterns in
the context of their background knowledge. The characteristics of these patterns
contribute a great deal to the reliability and the va'idity of the final intelligence pro-
duct. These patterns must be characterized in terms of measurable attributes if
performance on pattern recognition and interpretation Is to be evaiuated and training
enhanced.

Informational patterns have attributes that have differential impacts on analysts'
intarpretations and inferences. The specific set of attributes may vary depending on
the task and the goal, but interviews with analysts indicate the foilowing attributes
as relevant to understanding an information pattern:

e Novelty (old versus new patterns) - This attribute refers to whether or not an
analyst has experlenced a particular pattern before. A new pattern may have
little a priori meaning associated with it, compared to an old pattern, and this will 4
impact on how the "aformation is used by the analyst. In general, an old pattern
would tend to lead to a muie reliable intelligence product than a new pattern. On
the cther hand, a new pa*cern may lead to more creative hypothesis- generation,
and could possibly lead to a more valid product. Further, an old pattern may lead
to overselectlvity in iniormation processing (see Section 2.2.1), and thus be

e Sparsity (rich versus sparse data) - This attribute refers to the number of ele~
ments In a pattern. Analysts dealing with sparse data must make more infer-
ances concerning the meaning of those data. This tends to lead to a product
that has a great deal of uncertainty assoclated witk il. In particular, sparse
data might lead some analysts to exaggerate unusual aspects of the data,
thereby resulting in the caricature effect (see Section 2.2.2)

e Congruity (congruous versus incongruous information) - This attribute is based on
the assumption that informatior patterns represent the basis for generating
hypotheses concerning the state of the world. A congruous pattern contains
elements that all tend to point to a single hypothesis. An incongruous pattern
can occur in one of two ways: either the elements suggest more than one mean-
ing, which can glve rise to several plausible hypotheses, or the elements tend to
suggest contradictory hypotheses. Obviously, congruity in the informational pat-
tern leads to a more valid and reliable product than incongruity. A congruous
pattern can also be processed faster.

e Risk (high versus low risk) - This attribute refers to whether or not the pattern :
suggests that the environmental situation is risky. This attribute is important i

3-8

[N : £ [ 2z, S A
. - . PO A - R " R -




because It may imply time constraints on the perforinance of the task, and it may
induce cognitive stress, which could reprasent a source of errors. The risk fac-
tor is obviously an Important attribute in developing threat models, but it is not
clear whether or not it has an effect on the valldity or the reliability of the pro-
duct.

e Definition (well-defined versus poorly dafined) -~ This attribute refers to the con-
crateness of the meanings assocliated with the elements within a pattern, as
well as wit" the meaning of the pattern itself. A well-defined pattern is more
lilkely to l¢ | to a valid and reliable product than a poorly defined pattern. An
analyst's repertoire of well-defined patterns (e.g., templates) is expanded
through the acquisition of background knowledge described in the next section.

There are a humber of issues concerning specific knowledge that should be under-
stood. The first is that the representation of specific knowledge Is dynamic. That is,
the information that 's being received is constantly changing, so that knowledge from
memory that Is brought to bear in assigning meaning to this information has to be con-
tinually updated. This has significance for the way this type of information is
represented in memory. The second issuve is that the representation of specific
knowledge Is likely to be much more complex for muiti-source than for single-source
analysts, since multi-source analysts deal with much more diverse information than
single sourca analysts.

3.3.2 BACKGROUND KNOWLEDGE

Background knowledge provides the framework for assigning meaning to specific
informational events. Perception of real world events never occurs in the abstract,
but always In terms of what is already known, i.e., what is stored in episodic and
semantic/factual memory. The greater the similarity of different analysts’ back-
ground knowledge, the higher the probability that events will be interpreted the same
way, a consideration that will be Importart in evaluating performance. it must be
noted, however, that even though perception and interpretation of environmental
information Is a function ot the contents of episodic and semantic/factual memory,
these processes occur only after a sub~set of the available knowledge is loaded into
active memory. That is, the analyst must activate the appropriate knowledge base
(CM) for that knowledge to be of value.

The characteristics of the background knowledge are particularly important in deter-
mining the complexity and appropriateness of an analyst’'s CM, since it is assumed
that the way meaning is assigned determines the way information is processed. This
Is very much dependent on the complexity of the conceptual model, which in turn is
highly correlated with the characteristics of the background knowledge as stored in
memcry, |f the background knowledge is extensive in a particular area of expertise,
it is easier to learn new items of information associated with this area, than if it is
not well developed. Therefcre, the characteristics of the background knowledg=
also determine the rate of learning, as well as the way learning is transferred. Other
characteristics include the idea that the rate at which the background knowledge
changas (increases or decreases), compared to other types of knowledge, is rela~
tively slow. This imposes constraints on how procedural knowledge is used and it
has the potential of creating b'ases such as tunnel vision.
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A specific example Involves the problems encountered by analysts when they are
-ansfarred from one theater of operation to another. The background knowledge
required to proceass Information (specific knowlaedge) in the new area is necoessarily
different than the background knowledge the analyst transfers frcem the orliginal
theater of operation. Howevaer, building up a base of backgroiind knowledge takes
time. Until this background knowledge is built up, the analyst may experience diffi-
cultles in assigning meaning to the specific knowledge. The analyst may also face
problems if the available procedural knowlerige Is not directly applicable to the new
environment.

One fruitful area for auvtomation Is in thae arcc of background knowledge. As just
seen by the example, the judicinus use of external memory could do much to allevi-
ate transfer problems. Background knowledge is one aspect of pre-processed
knowledge, and external memory can be considered as one aspect of background
knowledge, /f it is accessible. Training considerations must include how to optimize
the acquisition and accessibility of background knowledge, whether through internal
or external memory.

Four types of background knowledge relevant to analysis are:
e Military science
® Science and technology
e Scciocultural knowledge
® Sensor mode knowledge

Background in each of these areas aids the analvs in performing most analytical
tasks. Commonalities ana differences in knowledge (cquirements for different ana-
lytic specialities are highlighted below.

a. Military Science

Commonalitias between SIGINT, HUMINT, IMINT, and FUSION specilalties inciude an
extensive knowledge of military science areas including Order of Battle and miii-
tary geography. Characteristically, this knowledge is acquired in specific rela-
tion to the targets and geographic area within the analyst’s assigred area of
responsibility. The analyst gradually expands this knowledge base by cross-
training or reassignment to other intelligence production facilities.

b. Science and Technology

Maost specialties of intelligence analysis use almost all forms of physical science
and technology. A strong technical background helps the analyst understand
what is seen or heard in data collected from technically complex targets such as
aircraft, missiles, radars, communication nets, factory compexes, and the like.
The complex workings of weapons systems, communications, command and con-
trol organizations and procedures, and electronics systems must be understood
for proper interpretation of intelligence data in both strategic and tactical mis-

sions.
Emphatically, this principle holds for all levels of intelligence analysis as defined
earller. Although the Inexperienced ‘mage interpreter performing a target loca-

tlon or counting function requires much less general knowledge and understand-
ing than an analyst with & more explicit evaluation role, all levels benafit by a
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thorough undarstanding in their area of responsibility. The analyst expands this
aroa of knowledge through exposure to new systems and through on-going
Interasts in technical areas and activities.

c. Soclocultural Knowladge

Knowledge of a targat country's culture is valuable in discriminating militarily sig-
nificant items from non-significant ones. Ethnography helps the analyst know
where to look for significant items and what to filtar out. Sociocultural
knowledge |Is particularly impartant in strategic intelligence analysis where the
usa of econgmic, political, and industrial models may be Involved.

d. Sensor Mode Knowlaedge

Because the entire intelligence production cycle is included in the scope of
Intelligence analysis activities, the ability to understand the capabilities of sen-
sor systems |s a fundamental knowledge requirement. Although an imagery inter-
pretar may not need to know how a particular camera works, the constraints
under which photographic data is collected must be understood when making
decisions about collection plans and the quality of intelligence products.

3.3.3 PROCEDURAL KNOWLEDGE

The most important aspects of procedural knowledge are decision making skills and
the implicit and explicit rules and strategies used to perform the tasks of intelligence
analysis. Procedural knowledge also includes specific techniques and methods used
In analytic planning, estimation, forecasting, and so forth.

Although procedural knowledge has to be learned, and experience plays a major role
in its effective use, it Is hypothesized that this type of knowledge is more easily
transfarred from one theater of operation to another, than is either speciiic or back-
ground knowledge. it Is further hypothesized that there are fewer differences
between single- and multi-source analysls in the way procedural knowledge is used
than in the way other types of knowledge are used.

Procedural knowledge is valuable only to the extent that it enables the anaiyst to
manipulate information. Although skilled individuals typically possess a large store of
Informaticn about their field of expertise, there has been no strong theoretical
analysis showing how the existence of a large store of information contributes to
successful problem solving (Greeno, 1978).

Procedural knowledge provides a bridge between specific/background knowledge
and the procedures acting on this knowledge vase that enable problem-solving and
task-performance activities.

3.4 Shared Conceptual Models in Communications
Shared conceptual models (SCMs) have two major components:

e Thosa aspects of a conceptual model that two or more people have in common,
such as a language or the knowledge of a subject matter.
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® Access cuas and knowledge concerning tha contents of another person's con-
ceptual modals. (This is the component that makes team mamory and external
memory effective as an extension of ona’'s own memory.)

Communication Is Impossible without SCMs and analysts and the usars of intelligence
must be ancouraged to develop SCMs concerning the analytic situation. The threat
modael, discussed In Chapters 6 and 7, Is to be used as the main SCM for intelligence
analysis.

In using SCMs, it is important to remember that these modcls ensure that a given
input means the same to those involved in communicating about the input. They
reduce the perceptual ard cognitive differences between people. From this paint of
view, SCMs increase the effectiveness cf communication by raducing the amount of
time needad for communicating. On the other hand, there are advantages in the per-
ceptual and cognitive differences that humans experiance In assigning meaning to
their anvironments. These are thae differences that are responsible for richer
problem-solving behavior in brainstorming sesslons, for example, or that lead to more
diverse hypotheasis geaenaration. The achievement of a proper balance between
daveloping SCMs and encourajing perceptual and cognitive differances betweoen
analysts Is a matter for further research. In general, however, sharecd conceptual
models should be encouraged for an optimal analyst-client relationship.

Without prior conceptual preparation, communications during battle woulu have to be
fully elaborataed in order to convey fuli meaning, and for all participants to have a
complate understanding of their tasks and the goals of the mission. Under such con-
ditions, SCMs would be minimal, and the only way to ensure accuracy and a complete
understanding, would be through direct feadback. On the otl.er hand, if battlefield
particlpants take prioy care to develop SCMs, the amount of needed data flow for
battlefield communication can be curtailed.

Many communication errors are the result of interpreting information within one's own
personal context or CM, which may either be wrong for the given situation, or may
simply be diffarent than that of the communicator. Thus, an additional, and very

iy

Important by-product of SCMs, is a reduction In communication errors and misundai-
standings, since SCMs Include context as a shared factor.

I promoting the davelopment of SCMs, there are Issues for the anslyst to consider,
as well as issues for the usier of intelligence.

Issues for the analyst:
o What does the user know?
e What does {he user need to know?
— What information should be left out?
-~ What information should be included?
— «/hat laevel of detail should be presented?
- Frequency of update/refresh known information?
e How does the user react to uncertainty?

e How s' Huld uncertainty be conveyed?
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e Has the transmitted message become part of the SCM? (Has it been clearly
understood bv the user?)
!ssues for the user:

e The user must remember to provide feedback to the analyst that gives the
analyst the fnllowing information:

— The user's perception of threat.
— The user's reacticn to uncertainty.
— The user's reaction to new information:
— Is it adequate?
— Has it aitered the perception of threat?
— Has it become & part of the SCM?
— What additional information is needad?

‘ Issues for both the ane yst and the user include the need to develop a shared
: understanding of the meaning and .nterpretation of uncertainty and of probability
astimates.

There are many research and development issues, as well as training implicaticns,
assoclated with the concepts of conceptual models and shared conceptual models.
These will be discussed in Chapter 8 of this document.
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4. SKILL REQUIREMENTS FOR INTELLIGENCE ANALYSIS

In Chapters 2 and 3, the thaoretical bases for intalligence analysis were described,
including the cognitive structures and processes that comptise the cognitive model.
During the IMTIA interviews with intelligence analysts and as a result of examining
anaiysts’ answers, work environments, tasks, and missions, lLogicon researchers
found that there are certain basic skills that all good analysts possess. Theue basic
skilis comprise general analytic skills which, when combined, serve to fulfill the two
primary goals of an intelligence analyst, namely:

1. To reduce uncertainties for the users of intelligence.
2, To maximize the use of scarce resources,

These two goals serve to increase the amount of controt that the users of intelli-
gence have over the threat situation. To increase the probability of tulfilling the
1 analytic goals, the following four basic skills are required:

e Conceptual modeling.
e Intformation triage.
e Decision making.

e Effective communications.

4,1 Conceptual modeling

The structure of conceptual models was described in Chapter 3. Conceptual model-
ing is also a general skill for analysis in that it forms the basis for effective triage,
decision making, and effective communications. Conceptual models are the means by

newiladan hacn

which the analyst organizes, stores, and mainiains the extensive knowledge basc |
that is required for inteliigence analysis. Conceptual models provide the base for:

e Interpratation of sparse data.

e Fill-in of missing or inaccurate data.
e Comparison of alternatives,

e Communications.

o Predictions.

® Access to external memory.

Among the many different skills subsumed by conceptual modeling, pattern analysis
and recognition are particularly important in inteliigence analysis.

During normal perception, the human cognitive system routinely "filters* out most of
the milllons of bits of sensory data reaching the sense receptors; yet despite this
filtering, visual perception is relatively efficient. One reason for this is the degree of
redundancy in the input data stream, and the fact that the human cognitive system is
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able to reconstruct from long-term memory aspects of a percept that may not be

directly available from sensory data. The intolligence analyst faces a more difficult
i task, howevar, becaus3 the amount of redundancy in the data is not known. Yet, as
! in the case of visual perception, analysis can be efficient if the relevant conceptual
" madel (CM) can be retrieved from long~term memory. This can then be used to "fill-
in" the parts of the “intelligence picture" and direct information selection along othar
paths and different sources.

3 Intelligence analysts are often invoived in routine, rule-based recognition that prob-
] ably occurs "automatically" as the incoming information s found tc fit the analyst's
CM more and more closely. The CM, which is multi-faceted and frequently contains
numerous related schemata or templates, imposes meaning on the incoming informa-
tion according to the analyst’s experience, intentions, motivation, and goals, and is
activated by the incoming messages. But what happens when the data do not fit any
of the Information within the CM? Or if the situation is so puzzling that no CM sug-
gests itself? Which CMs are activated, or which schemata within the CM are
developed in this casae? The development of the appropriate schema structure is
dependent upon a number of non-attentional factors, such as the analyst's
knowladge base, effectiveness of memory search, etc. Howaever, attentional factors
] are important in two ways: (1) in the "intensive" sense of attention; that is, effortfui
{ processing and consideration of message features and combinations of features.
Successful analysis demands active, memory-driven application of attentional
rasources to the development and testing of an appropriate CM. (2) The develop-
ment of the appropriate CM is dependent upon the selection of the correct informa-
tlon sources (through an attention allocation policy, and appropriate chunking, as
suggested above) while the selection policy is itseif influenced by the initial, frag-
mentary CM that the analyst possesses.

Consider the analogy of solving a jigsaw puzzie. If the picture of the completed puz-
zle is provided then a schema already exists to direct the search for particular
pleces, and the successful completion of the puzzle merely requires the matching of
Individuai pieces with parts of the given pictura. If no picture is provided, the puzzle
is more difficult (although by no means as ditficult as the puzzles faced by
analyst's). One must examine a piece or group of pieces for context clues so that an
inltial conceptual model can be developed. This model then directs the search for
particular pieces, some of which might I2ad to the rejection of the initial model and
the development of another one, in a feedback loop. The conditions under which this
*aedback loop leads to successful analysis or results only in a "vicious circle" are
unknown. Furthermore, the analyst faces another problem that does not arise with
Jigsaw puzzles. With jigsaw puzzies (as with ali other puzzies), one knows that there
must be a solution. Suppose, however, that a perverse toy manufacturer were to
mearket a jigsaw puzzle of an abstract painting and not show the "correct solution";
then the complated picture would vary in as many ways as cne's concept of what
abstract art should look like. The analyst’s task lies somewhere between the
extremes of this situation and that of the standard jigsaw puzzle with a given pic-
ture. A "solution™ is possible only insofar as the final pattern "makes sense", or is
thought to be probabe. .:

Performance in the above~mentioned situation is limited by attentional factors. First,
aven though the anclyst’s conceptual mode! and therefora his search strategy may
be appropriate, the fact that he can only direct his attention to certain items at any
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one time may mean that on certain occasions an item necessary to confirm a particu-
lar hypothesis is missaed. Sacond, research on the cognitive psychology of problem
solving has shown that if certain critical cues are not attended to during the early
phase of problem sclving, the likelihood is that they wili not be picked up later so
that the probability of correct solution Is small (Wickelgren, 1974). Since the capa-
city for sustained attention for critical cues is likely to drop with time, successful
pattern racognition requires that attention be directed to the relevant cues as soon
as poscible in the analytic cycle.

Perceptual skills are especially important for single-source intelligence production.
There is a strong consensus in the field that the perceptual skills fundamentai to
SIGINT and IMINT single-source production must be developed by using real data.
That is, the refined perceptual skills necessary to interpret particuiar kinds of
images or to recognize certain voices of certain morse or telegraphic operators can-
not be fully developed in exercises dissociated from real targets.

Familiarity with particular target ereas increases analysts’ effective use of percep-
tuai and cognitive skills, their confidence and speed in interpretation, and their ability
to detect significant changes. A substantial time period is required to gain such fam-
lliarlty even for experienced analysts. SIGINT analysts typically state that it takes
two to six months to adapt to a new target area after being reassigned. IMINT
analysts are often semi-permanently assigned by geographic area and/or target
types in order to take advantage of the resulting accumulation of perceptual familiar-

ity.

4.2 Information Triage

Informatlon triage is the means whereby the mass of available information is sorted
ter relevance. Information overload is a formidable problem for the analyst dealing
with the target-rich modern battlefield and modern collection systems. The
unprepared analyst could easily be inundatad by message flow and be unable to per-
form effectively.

The relevance of information cannot be defined in the abstract. Rather, it has to be
defined in terms of the goals and subgoais of the intelligence community, the various
echelons within Army intelligence, and the specific job of a particular irtelligence
analyst. How relevance varies according to the goals of a nation is described by
Codevilla (1480), in a paper dealing primarily with the type of organization required
for eftective intelligence analysis. However, both the organization and the relevance
of intelligence data are shown to relate to the needs and goals of different govern-
meants. As Codevilla points out:

A nation engaged in political or military offensives has a different analytical problem
than a nation on the receiving end of such offensives. A government that does not
believe it is in danger of military defeat is likely to focus its analytical efforts dif-
ferently than a government that believes such a defeat /s paossible.

This quote highligihts the importance of goals in determining the mission requirements
and the relavance of the information needed to fulfiil those requirements. Numerous
other factors influence how relevance for information triage is determined. For
example, the procaess of triage depends on the avallal 'ity of resources, the require-
ments of specific use i, and the work setting context. its successful completionis a
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function of the more specific skills of attention in information selection.

Thera are several varieties of attention, all of which share in common the idea of
consclous processing of information. Here, the source of information may be external
(data-driven) or internal (memory-driven) (Kahneman, 1873; Norman and Bobrow,
1976) The different components of attention may be thought to differ along two
dimensions, the intensive and the directional. Attention can be directed to ane or
other source (internal or external), and it may be depioyed with more or less inten-
sity. Listad below are other dimensions by which different varieties of attention may
be ldentified:

e Source: Focussed or Divided Attention.
o Processing Resources: Required (Controlied) or Not (Automatic).
e Duration: Transient or Sustained Attention.

Analysts develop appropriate attention allocation policies that determine how they
select information from the stream of input data they process. One such policy may
be to attend only to high information-value or high-probability sources. Under normal
conditions, this implies that low-value sources may be "filtered out" without serious
consequence. Under stress conditions, these low-vaiue sources are ignored; thus in
non-routine conditions, where "low-value" sources carry important information, errors
may result.

From interview data gathered from intelligence analysts, we have concluded that
inteiligence analysis Is predominantly concept-driven rather than data-driven. This
conclusion was reached after observing the extensive memory resources that
analysts oring to the production of most intelligence products, and noting that much
of the memory-based information was conceptual in nature. The production process
is also concept-driven in the sense that intelligence products can be, and often are,
produced in the absence of any data. Intelligence preparation of the battlefield
(IPB) is an example of an activity that depends aimost entirely on previously
developed and stored knowledge. As indicated earlier in this report, highly experi-
enced and effective analysts often appear to organize the mental storage of such
knowledge around conceptual models. The analyst's ability to deal with conceptual
models grows as a result of experience in learning abstract concepts. The superior
analyst is one who carries out data aggregation in a manner likely to lead to the
detection of a signi’icant pattern. He does not have access to more or better infor-
mation than the less able analyst, but is better able to chunk the available items of
information (including "“items" drawn from memory) into significant wholes. This
Implies that "bigger and hetter” information collection systems do not necessarily
result in better analysis.

4.3 Decision Making

Decision making is a general skill that underlies almost all information pracessing.
While decision making can be performed by following prescribed normative pro-
cedures, any analytical decision making activity must be managed und ragulated by
the goal hierarchy of the intelligence community.
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While analysts do not make command decisions, critical decisions are made at nll lev-
els of analysis, especially decisions to incilude or exclude data from analysis.
Analysts are constantly called on to make decisions regarding what, how, and when
information can be used to support strategic or tactical decisions made by the users
of this information. Despite this critical role, analysts are generally not trained as
decision makers.

Analytic decision~-making involves a set of unique, complex, and demanding
information-processing and problem-solving tasks. Typically, the decision maker must
gather and evaluate various sources of evidence and enumerate possible
hypotheses, analyze the consequences of particular decisions, and make recommen-
dations where necessary on possible courses of action. Almost always tiia informa-
tion needed to make reliable decisions is insufficient, even when augmented by
memory or decision aids, and the possible options open to the decision-maker are not
clearly specified. The critical nature of this difficult task is heightenad when the
time available for making decisions is limited, when the task has to be performed
under other stress-inducing conditions, and when the courses of action are associ-
ated with high risks.

4.3.1 CONCEPTUAL STRUCTURE OF DECISION-MAKING

Any decision-making task, no matter how simple, can be divided up into two basic
stages:

e Problem Structuring
e Aiternative Selection

In the first stage the possible hypothaeses under conslideration bv the decision-maker
are identified and assessed, or, if initially unavailable, created (hypothesis genera-
tion). In the second stage choices between hypotheses or possible courses of
action are made.

Although this distinction has been recognized for some time, the problem structuring
and hypothesis generation phases of decision-making have been ccmparatively
neglected in the research literature. Both of these are important aspects of
decision-making in inteiligence analysis. Katter, Montgomery, and Thompson (1979),
who conducted several in-depth interviews with intelligence analysts involved in
both single-source and multi-source intelligence activities, found that analysts view
themselves as "detectives" or "historians" faced with the problem of solving com-
plex "puzzles" and "mysteries". Before detectives or historians can solve a particu-
lar puzzie, they must think abcut the problem, formulate some analytical structure,
and develop possible hypotheses or solutions. COnly then can they profitably evalu-
ate the evidence and begin to arrive at the most satlsfactory solution. Although
intelligence problems rarely have ‘"perfect solutions", successful intelligence
analysis also begins with the recognition and structuring of a decision problem.

4.3.2 PROBLEM STRUCTURING AND HYPOTHESIS GENERATION

Problem structuring consists of transiating the decision problem into a formal struc-
ture by relating the aspects of thae problem to the elements of a formal model.
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Keeney and Raiffa (1976) identify probiem structuring with the complete specifica-
tion of decision choices and objectives. Edwards’ (1977) so-called SMART model,
for example, consists of a set of choices available to the decision-maker, a set of
objactives, and a set of attributes with which the choices are evaluated; in addition
there are several criteria that these sets need to satisfy. SMART is an additive,
riskless model f multiattribute prefaerences; it was found to be useful for mc-deling
certain aspect. of public utility measurement in social decision-making. Like other
models, howevaer, its analytical accuracy depends on a number of assumptions. The
major difficuity arises in ensuring that all aspects of the decision problem and all ele-
ments of the model have been adequately speacified.

All problems can be structured and analyzed using a general model comprising four
components:

e All problems begin with an initial state. This is the condition of things when the
problem is recognized and the task is to recognize all the relevant factors per-
taining to the initial problem state.:

e All problems have a goal state. This is the condition of things when the probiem
Is solved. it is the desired end state and the task is to identify the differences
between the initial and the end state on the relevant factors.

e Progress is made from the initial state to the goal state by way of the solution
path. The solution path is the sequence of steps to be followed to achieve a
solution. There may be more than one solution path and the task is to identify
which may be the best for the problem, especially when resources (e.g., time)
are scarce.

e The elements of the problem are embedded in a context. The context may
includa parallel problems, resources available, country areas, and overall, guiding
goals of the analyst or the user.

This general problem-solving model is simply a structuring tool used in conjunction
with the structuring and generation of hynotheses.

@i

Hypothesis generation is a process that ideally requires the decision-maker to gen-
erate a set of all possible hypotheses that pertain to the problem. In genera!, how-
ever, most persons have a great deai of difficulty in doing so. Gettys and his col-
leagues have reported a number of studies showing that the hypothesis set
developed is most often deficient (hot exhaustive), and that too few hypotheses are
retrieved from memory (Gettys and Fisher, 1979; Mehle, 1980). Mehle (1980) found
that both experienced mechanics and novices had difficulty in generating complete
hypothesis sets in response to a decision task concerning a non-functioning automo-
bile. Both groups of subjects were also overconfident in their subjective estimates
of the probability of any hypothesis in their hypothesis set.

These phenomena apply equally to naive observers as they do to intelligence
analysts or other expert decision-makers. An anaiyst will arrive at a hypothesis with
little or no data. Subsequent information gatherling tends to increase the analyst's
confidence in the original hypothesis rather than the accuracy of the hypothesis
(Heuer, 1978).

The all source analyst has particular difficulties in hypothesis generation and evalua-
tion, compounding the overall problems underlying decision~making. Some of these
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additional problems include:

e Hypotheses have already been generated by the infaormation sources (normally
by other analysts).

e Hypotheses were generated when the collection plans we:s formulated.
e Hypotheses ware made when previous data were collected.

All of these difficulties may limit the hypothesis generation capabilities of the analyst
and, in order to overcome these limitations, the analyst may be forced to revert to
the original source data and formulate a new hypothesis.

Although something is known of these and other factors that limit hypothesis genera-
tion, the underlying processes themselves are not fully understood. Gettys and
Fisher (1979) propose that hypothesis generation involves retricval from memory
from possible states of the world, the retrieval cues being elicited by the initial infor-
mation provided. They propose that these hypotheses are rapidly checked for con-
sistency against the remaining information. The existence of a high-speed verifica-
tion process i hypothesis generation was suggested by the resuits of a number of
studies carried out by Gettys and his colleagues.

The identification of two independent cognitive processes - retrieval from memory
and consistency checking - to underly hypothesis generation is an important contri-
bution. This two-process view may be especially applicable to the further under-
standing of how hypotheses change as new information is received in decision situa-
tions with multiple sources of information. However, a number of other questions con-
cerning hypothesis generation remain. An important cognitive bias that influences
hypothesis generation is the confirmation bias (see Section 2.4.4.) Persons are
reluctant to seek disconfirming evidence against a hypothesis they hold, particularly
if their belief in the hypothesis Is quite strong. Quite often such a hypothesis might
be the initial P p» ' esis that the decision-maker thought of. Since the initial
hypothesis may "~ very resistant to disconfirmation, it is Important to understand
both how initi=" -~ - sses : formed and why people tend to hold to them strongly.

4.3.3 ALTERNA!.JE SELECTION

Alternative selection is one component of the decision-making task that has been
extensively studied and for which normative models have been developed (e.g.,
Raiffa, 1968; Slovic, Fischhoff, & Lichtenstein, 1977). Here, a specific choice of
alternatives (resulting from the hypothesis generation phase) is presented to some-
one who must then select one course of action. It is a very difficult psychological
task to compare several courses of action and to select one, especially in the com-
plex environment of intelli~- -~a a. 's. First, it strains the limited capacity of
short-term memory sii.., . s vist .o a single alternative and its implications, let
alone carry several in mind simultaneously in order to compare them. Second, if the
alternatives are compiex, there are no ciear methods of comparison, even if the
saveral choices can be viewed simultaneously. And third, there are always unknown
factors that intrude upon the situst' ~- Some of the results of the action are
hypothetical in that there is fraquent: way of knowing what will happen if such
an action iz selected. Some of th ssults of the decision may depend on the
enemy’s reaction to it, or on some other unknown factors.
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The function of rational decision theory is to identify the information that is refevant
to a decision and to specify how the information should be put tegether to arrive at a
conclusion. The major principle of rational decision making is that of optimization: All
other things being equal, pick the alternative with the greatest valua, by no means
an easy task considering the numerous uncertainties that analysts constantly deal
with,

The distinction betwaen problem structuring and alternative selection provides the
key to understanding the role of aids for enhancing analytic capabilities. Biases
affacting the genaration of hypotheses are different from those which affect tue
evaluation of decision alternatives, although some biases are present in both stages.
The cognitive biases influencing alternative selaction for a given set of hypotheses
have been well documented. The highest pay-oif would come in the exploitation of
aids for alternative selection. Cognitive biases Influ2ncing the generation of
hypotheses and the manner in which hypotheses are maintained and discarded are
only beginning to be explored. Thus, different considerations apply in developing
techniques for counteracting biases. Different decision-aid methodologies may be
appropriate depending on the component of the decision probleiu involved.

4.4 Effective Communication

Without effective cominunication no intelligence activity or process can be optimally
utilized. The analyst must communicate In many different ways, being dependent on
communications skilis for tasking, utllization of external knowledge sources, recordir 3
the analytic procedure, and product deiivery. Many of the problems that currently
exist in the intelligence community are related to communication problems. Effective
communicaticns must involve an understanding of the communications networks and
the media available. The analyst must also know how to control the data flow for
effective transfer of information.

Effective communication can be optimized by a process that involves the develep-
ment of shared conceptual models. Conceptual Models (CMs) and Shared Conceptual
Models (SCMs) are central to an understanding of learning, information processing,
remembering, and communicating, as discussed In Chaptar 3. These models are
o janizational systems in memory that attribute meaning to informational events and
that are responrsible for making communication possible. The analyst must be aware
of and underst .nd differences in the perspectives and anaiytical models employed
by fellow analysts and the users. The relatively static features of a shared concep-
tual model form an implicit reference base for communications; and relatively dynamic
features form the basis for real-time communications between the analyst and user.

Cotnmunication skifls for analysts include verbal and writing skills, but they can also
encompass the development of new CMs, such as learning a foreign language.
Foreign language is of special impartance to COMINT and HUMINT intelligence produc-
tion for obvious reasons. From a general standpoint, language skills are vital to the
analyst for understanding .the meaning of collected intelligence even after it is inter~
preted. Writing and speaking skills are essential for the analyst to communicate
analytic results to users.

While the basic skills of intelligence analysis are essentially meta-skills that encom-
pass intelligence analysis as a whole, these skilis are used in the performance of
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task segments. Task segments are the units that are combined in the performance of
analytic tasks. The identification of those task segments during the IPATIA rescarch

lead to our understanding of the cognitive processes of analysis and “ave since pro- 4
ven important in developing training materials for tactical and strategic analysts. |
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6. THE TASK SEGMENTS OF INTELLIGENCE ANALYSIS

Although Intelligence analysls is a complex, challenging process, the cognitive skills
used In analysis are not very differen. from the skiils used in solving problems that
arise in tha analyst's personal eavironment. The main distinctions are that the cogni-
tive skills of analysis are more systematically structured and require more discipline.

Some of the more important analytic skills were dascribed in Chapter 4. These skills
ara combined to produce mentally-oriented performances. The IMTIA research identi-
fied nine such mentaliy-oriented performances, or generic task segments, that are
required for all inteliigence analysis tasks.

These task segments are used in varying combinations for different types of tasks,
: but they are all required at various times in the performance of intelligence analysis.
{ The analyst should be aware of these task segments as they contribute to the sys-
tematic conduct of analysis since each segment has an identifiable: contribution to
the product of a goal-oriented analytic process. The task segments are represented
as a sequence within a rotating wheel (see Figure 1-1) to illustrate the conceptual
ralationship of each task segment to the anaiyst’s active memory processes. The
wheel also suggests a sequential order, but this is not strictly the case. For any
specific analytic task, individual task segments may receive more cr less attention or
may not be performed at all. Some task segments are generally performed more than
once in the course of achieving a product goal.

Within the intelligence production cycle, task segments exist between the time
Interval during which the analyst replaces an axisting threat model (see Chapters 6 i
and 7 ) with a new threat model. One of the analyst’s goals is to create an ideal
_ (] uct that will reduce the user_'s uncertainty with respect to the threat mocdel.
E Ttias product requiremeant cycle is the framework within which the task segments are
] axacuiead.

ToRC T T T B B JPTRPT TRy ke

The nine basic task segments as identified in the IMTIA studies are as follows:
® Recoghnizing goals and objectives {always required).
o Establishing baseline (always required).

e Recognizing uncertainties (raquired as a byproduct uof several other task seg-
ments).

e Information gathering and interpretation (not always required).

e b

@ Hypothesis formulation, including hypothesizing the threat model! (not always
required).

e Hypothesis testing (not always required).

e Cataloging analytic procedure and results (always required).

@ Evaluating results (always required).
e Formulating the output (always required).

The speclfic detalls of these task segments differ according to the contents and
context of the analytical task to be performed. The relationship of the task
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saegments to the goa!s, production requirements, users, and work setting contexts
was shown in Figure 1-1.

6.1 Recognizing Goals and Objectives

In the mititary community, goals are usually called objectives. Objectives tend to be
more concrete than goais, but in either case, a goal or an objective is the desired
end or state toward which effort is directed.

Recognizing a goal or an objective means identifying it, understanding what it really
means and the reasons for it. Examples are:

e Recognizing that targets have to be classified by type because weaponeering
dacisions are based on target type.

e Recognizing the need to know enemy capabilities to be able to predict the
enemy's battlefield effectiveness.

o Racognizing that changes in enemy locations may signify a change in intentions.

The overall alm of intelligence analysis is to increase the user's ability to control the
sltuation through an understanding of the enemy threat. Toward this end, regardiess
of how waell the Incoming intelligence reports have been prepared, the analystUs
specific objectives cannot be met unless the analyst engages in appropriate
conceptually-driven processing activities. Ali analysts must recognize the work-
setting context and the user requirements Implicit in the mission objective. They
must also recognize the higher-level goais inherent in the intelligence community,
since they provide the positive values associated with superior analytic perfor-
mance,

Several concepts and assumptions zre relevant to understanding the importance of
goals:

@ Except perhaps for unconditioned and estabiished condilioned re
behaviors are imnlicitly or explicitly impelled by gcals.

¢ Goals are deflned as states to be achieved through manipulation of one's
environment.

e Unrecognized goals may lead to confusion and detours in achieving those goals.

e When goals are recognized and defined, it is possible to establish the optimum
paths to achieve these goals. These paths consist of sub-goals and tasks.

@ Effectiveriess and task performance is a function of how well goals are defined.

Recognized goals r:an be specified at different levels. Goal hierarchies can be esta-
blished that vary over several dimensions, such as:

e Timeframe.
@ Analyst’s values.
e Importance for individual survival.

e Importance for community survival.
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e Concraetenass (can thay be objectively observed or do they represent abstract
Ideals?).

® "Repeatabiiity” (are they one-tima goals, or do they constantly renew them-
selves?).

e Confiicts with other goals.

There Is a hierarchy of goals, rather than a clear delineation between goals and
subgoals. The difference between a goal and a subgoal is one of emphasis and
importance and it can change over individuals and over situations. Goal hierarchies
can be used to determine the tasks that reeg to be performed to reach a desired
state. Goal hierarchias must be established for each relevant situation, and at least
some of tha goals within the hierarchy must be important (have affective value) to
the Individual. Goals have different cegrees of importance to individual, but without
Importance, they cannot be effactive in influencing behavior.

The difference between goals and tasks is that, within a specified timeframe, joals
tend to be invariant, whereas tasks can change. Goals are things to be achieved;
they are states of the world. Tasks are the means for achieving goals and they can
change In that, for any given goal, there may be several ways to reach it. Tasks are
effaective to the extent that they represent means to achieve a goal. Thus, if the
end product of a task is unsatisfactory with respect to the goal, one changes the
task, not the gnal.

Tasks are concrete events that are pre-planned to achieve desired goals or
subgoals and performance Is the implementation of tasks. Tasks involve changing
certain aspects of one's environment so as to reach the goal.

Having clear and weil-defined goals facilitates the task of the analyst in several
Important ways:

e It provides for ordered knowledge usage through active memory since goals are

integrataed within sach conceptual model.
e It allows for optimum sequenciny of wasks, subtasks, and task segments.
® It facilitates the development of effective =strategies.
It lauds to affective tradeoffs between time resources and other activities.

It facilitates the resumption of processing after an interruption.

It provides the basis for evaluation of performance and achievement.
e It makes it possibie to evaluate the completion of actions.
e It saves time by focusing the analysis on actual information needs.

The use of goals in learning from complex materials has demonstrated convincingly
that learning goals Induce the learner to process the material in such a way that per-
formance on test questions (usually sentence completion items) referring to the
goal-relevant material is improved. This improvement cannot be explained solely as a
redistribution of processing time. The extent of the improvement is somewhat
dependent upon the number of goals to be mastered and the ease with which the
leaarner can locate the appropriate material in a text. With a greater number of
goals, most subjects take longer to study the material and they are less likely to
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learn the information relavant to each goal. If all of the data that are relevant to a
particular goal are not located together In the information flow, then it will sometimes
be the case that only the Information contalned In the first raference to the goal-
ralevant data wlll be thoroughly studled. lherefore, there are scme Iimiting factors in
adopting learning goals as learning quides, and the limits are dependent upon both
the learner and the materials. The available basic research suggests that each
analyst should (a) acopt only a limited number of goals to gulde performance and (b)
acknowledge potential interpretive biases caused by concentrating too heavily on
the Initial information pertinent to the goals. Selectivity blases relevant to goai-
directed performance are described in 3action 5.2.1 and in Section 10.4.

5.2 Shared Goals

In developing shared conceptual models and in identifying relevant goals, it is impor-
tant to make a connection between the guvals that are to be shared and goals that
ara already important to the individual. For example, according to Godson, there is
much compatition and (in~house politics) in the Intelligence community. The goals of
the indlvidual analysts tend to be (selfish) ... analysts are not rewarded for "good
analysis" ... there is no positive feedback for having contributed to the shared goal...

Thus, both during training and in the work setting, it is important to consider the fol-
lowing:

Make the goals of analysis personally important to each analyst

individuals have different goals, but for teamwork to be effective, there should be
some shared goais at some level of the hierarchy.

There Is an hierarchy of goals, but all of them are Important. All tasks have implicit
goals associated with them, and most human behavior is guided by goals whether
Implicitly or explicitly. However, goals must be clearly defined (i.e., they must be
gpallad out during training) and they must have some "affective value" to be effec-~
tive In facilitating learning, retentlon, recall, and performance of a task.

Shared goals promote the development of SCMs. However, analysts need not accept
thae users’ goals as their own to produce the ideal product for the user. Analysts do
need to know and understand the users' goal structure, though.

In conclusion, for purposes of training and improvement of analytic performance, it is
thus necessary to identify a taxonomy of goals, subgoals, and tasks and to relate
this taxonomy to the cognitive skills required to perform the task.

The identification of cognitive skills in Section 8 is the result of combining considera-
tions from the cognitive model with the underlying requirements for analytic tasks.

6.3 Establishing Baseline

Baselines are the initial conditions at the start of the analysis task, along with the
knowledge currently available that is relevant to it.

For example, a baseline threat mode! is a representation of a limited sec’ion of the
real world that describes currently known events and conditions comprising:
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e Enemy forces, behavior, and installations.
e Friendly forces, behavior, and instaliations.
e Environment (geography, constructions, weathar, populations, etc.).

A basellne threat modsl is what is known about those yweants and conditions at the
momant. Establlshing a basellne threat model rc.ated to frirndly objectives consists
of:

o Recognlzing the events and conditions, described in the threat model, that might
affect friandly objectives.

e Filtering out the events and conditions that are unlikely to affect such objec-
tives.

e Integrating the selected events and conditions into a mod=zl of the battlefield
that Is unified and restricted by the objectives.

e Understanding the historical origins of the threat and the events leading to the
conflict situation.

6.4 Formulating Hypotheses

Hypothesis formuiation is the task whereby plausibie visualizations about the ieal
world are created in the context of the mission objective and threat model.

The possible outcomes of the various combinations of potential real-world events
that can occur must be imagined, in order to:

e Predict those events that are most likely to occur.
e Assess the impact of those events on the task objective ;).

The importance of formulating hypotheses is most obvious in the process of updating
the threat model, during which the enemy's probable objective(s) must be discrim-
inated from the universe of his possible courses of action. For the sake of clarity,
much of this genera. description references this task context.

In order to describe how to formulate a hypothesis, it is essential to understand what
a hypothesis is and how it is constructed. The relationships that exist between dif-
ferent kinds of avents that take place in the world can be classified in terms of their
gencrality and logical role. In following sections, it wil become clear that each kind
of event is assaciated with particular types of uncertainty and collection/ interpre-
tation problems.

It is sometimes assumed that intelligence analysis activities are driven mostly by
data. This view implies that the objective »f reducing battlefield uncertainty is
reached by examining a!l of the relevant inforn.ation about the battiefield--SIGINT
raports, IMINT data, etc. This view assumes that a model can be created of what is
actually takirg place and of what will take place in the future. In truth, the amount
of raw data generated on the modern battiefield is too enormous for a single analyst,
or even a team of analysts, to fully process. Even if all the data could be assessed,
the number of possibilities that the information implies would also be too vast to
avaluate.
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In teality, analysts speculate on what possibilities are likely or important, given the
baseline model that pertains to the current task. Thaese possibilities, termed p/anned
outcomes, are a subseat of the universe of possible outcomes. By selecting a likely
subset, analysts can concentrate on assessing the likellhood of a reasonabie number
of cases. This Is what Is meant by the notion that Intelligence analysis Is as much
“goal-driven" as “data driven." The driving force is the task objective (that is, what
Is requirad to reduce uncertainty?), and not the chaoctic collaction of data and noise
that abounds on the battlefield. The data obviously have a major role, but as will be
shawn, the role involvas {nterpretation and evaluation.

To determine the likalihood of a pianned outcome of such a selected subset of data,
the pattern of activities that lead up to the event, that is, patterns that gredict it,
must be recognized. indlvidual activities are sometimes called objective-oriented
processes. This is because they exist to serve a specific objective, and are
dynamic (change over time). Specific objective~oriented processes are related in
diffarent ways to a given pianned outcomea. The ways they are related can often be
exprassed using operators like "AND," "OR," and "NOT." For exampie, movement of
enamy trocops toward the FEBA, OR movement of materiel toward the FEBA, AND mass-~
ing of enemy troops in echelon may be processes assnclated with an eminent attack
(the planned outcome).

The planned outcomea and its related objective-oriented processes are the real world
“"Ingredients" that form the basis of a hypothesis. When converted into the language
of logiz, the objective-oriented processes are known as propositions, and the
nlenned outcome Is simply referred to as the outcome. A set of propositions that are
logically related (thrcugh \ne use of operators), and that imply an outcome, comprise
a hypothesis. The hypothesis states that If the logical reiutionship among the propo-
sltions Is salisfied, the outcome will occur.

in the threat mode! (see Chapters 6 and 7) for example, a manageable number of
possible enemy courses of actlon must be described. For each of the enemy's
potential objectives, a set of propositicns are collected that predict the associated
chjective. The propositions will relate to the enemy forces, the environment, and the
mission of the friendly forces. Essentially, the analyst thinks through the enemy’s
war plan in order to describe those processes that must occur before a given cbjec-
tive is obtained. This thinking process is based on the analyst's knowledge of enemy
doctrine and experience, and the collected experience of the intelligenne community
and results in determining what evidence is available or needs to be coliected to
accept or reject the propositions.

The deyree o certainty associated with the evidence, together with the degree of
belief in the hypothesis itself (that is, given that the logical relationship between the
propocitions is satisfied, how likely is it that the outcome is actually implied?) deter-
mines how strongly the analyst believes that the outcome wiil take place. The evi-
denca used to assess the truth of the propositions must be based on real-world
data.

Thesa data will be in the form of reports about potentially observable events, that is,
events that can be abserved directly. Such events are “snapshots" in time; they
represant the status of an objective-oriented process at a given moment. Multiple
snanshots allow the course of a process tc be determinad, permitting the process to
be characterized with greater certainty. An objective-~oriented process is basically
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a logical concept-~it is a construct created to relate a hypothetical outcome to
observable avents. Often based on enemy doctrine, it answers the question "why"
particular gbserved events are taking placae.

When applied to confirming or disconfirming propositions, such events are known as
indicators. An Indicator of troop movemant toward the FEBA might be a large number
of loadad trucks headed west on a major route. The same indicator might apply to a
proposition concerning movement of materiel. Bacause a single indicator may confirm
(or disconfirm) more than one proposition, multiple indicators must often be collected
against, in order to assess the truth of a single propoesition or to discriminate among
several propositions.

Indicators represent the potenti/ally observable events that form the basis of collec-
tion tasks. These events are not usually observed directly. Inhstead, analysts rely
on the signatures of these events to assess the truth of propositions. Signatures
are measurable events that take place in the electromagnetic spectrum. This con-
cept must be Interpreted broadly; signatures could be SIGINT reports, or the report
of a humean eye-witness to an event (based, or course, on the light reaching the eye
of the witness). The signature is, itself, devoid of meaning. V/hen It is interpreted
as an indicator, it's maaning is derived from the mission context and from the threat
model.

As can be seen from this description, analysis takes plece from the "“top down"
starting with planned objectives that are potentialities. A model Is the created that
decomposes a planned objective Into its dynamic processes. These processes are
then assessed in terms of indicators against which actual data are collected. This
permits the tasting of a hypothesis that & given outcome will take place (or is
planned).

5.8 Recognizing Uncertainties

The hypothesized threat model will always have shortfalls in providing a true
representation of the battiefleld and the outcoma. Analysts must recognize where
Ancertainties exist in the threat model, evaiuate the importance of those uncertain-
ties to the mission, and focus information collection activities on those areas of signi-
flcance.

? As part of the process of recognizing uncertainties, the follewing guestions can be
! asked:

¢ |s the threat model adequate?

— Have all of the plausible options the enemy might inciude in his war plan
been included?

— Hava s8ll relevant aspects of the environment been considered?
- Are the user's mission objectives known?

o I3 there an encompassing list of information items to be provided on the threat
model?

® Are the information requirements covered appropriately with & collection plan?
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@ Are the required resources to gather and interpret collected information avail-
able?

e Is there a plan for utilizing new information in the threat model?
e Is thaere a plan for communicating the threat model Information to the user?

e What Is the raliability of the collection systems? (Unreliable collection systems
create uncertainties about the collected information to be used as evidence in
testing hypotheses.)

e Are there differences between past and present collection plans? (The differ-
ence between past and present collection plans can indicate uncertainties con-
cerning missing information.)

e What are the effects of the environment on the collection process? (Noise,
errors, and communication gaps create uncertainties.)

e How Is the information to be used? (Knowing this information reduces uncertain-
ties with respect to the utliiity of the product.)

« What is the raliability of the analysis? (Unreliable analyses create uncertainties
about the validity of interpretation.)

5.8 Gathering and Interpreting Information
Gathering information consists of:
® Assembling already available infarmation.
& Genarating requests for Information or tasking orders for collection systems.
¢ Recelving the information from sourcas via communications means.
interpreting informatlon consists of:
e Recognizing that information fits kKnowin o
o Recognizing that informatic . is different from known or expected patterns,
¢ Establishing belief about the truth of the information.
o Establishing the utility of the information for accomplishing an objective.

integrating the information into the structire of the threat model.

5.7 Testing Hypotheses

Testing hypotheses is the task segment that leads to accepting or rejecting a
hypothesis. Hypotheses can also be deferred for future testing based on the out-

come of an initlal test.

As described earlier, a hypothesis is composed of a set of logically related proposi-
tions and an outcome. The propositions rapresent processas presumed to be predic-
tive of a planned outcome. These processes are assessad by reference to evidence
in the form of observable events or Indicators. The indicators are essentially
"snapshots" of the process and are signified by electromagnetic signatures
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processead by the collection system.

Although a hypothesis can be rejectad on the basis of disconfirming evidence, 1t is
not possible, In formal logic, to "prove" a hypothesis. The most that can be done is
to accept a hypothesis on the grounds that the evidence supports it better than any
rival hypothesis. Generally, the concept of "degree of belief" is a stronger cne to
apply in hypothesis testing than simple acceptance or rejection.

The degrae of belief that can be assigned to a hypothesis depends on the degree to
which the evidence supports the propositions and the degree to which the logical
combination of the propositions truly implies the outcome. Both of these areas
involve uncertaintias that must be recognized. Consider the following:

o Sensor systems must datect signatures in a noisy atmosphere; there is predict-
able uncertainty in distinguishing between signals and noise.

® You cannot be absolutely certain that the signatures imply an indicator.
e You cannot be absolutely certain that the indicator implies the proposition.
e You cannot be absolutely certaln that the propositions imply the outcome.

The element of deception enters into the hypothesis testing process by producing
false or misleading signaturas and indicators. In preparation for a course of action,
the enemy can select optiions that are not optimum, but will suffice for the planned
action. The indicator will therefore point most convincingly to an erroneous
hypothesis, while the actual outcome appears to be iess strongly supported.
Analysts may be misled into accepting a hypothesis for which the indicators support
the optinium objective-oriented processes.

Two concepts are of particular importance In dealing with uncertainty in the testing
of hypotheses. The first is reliability. This term normally refers to the degree of
trepeatability of a measurement. (That Is, given several repetitions of the same sig-
nature, how consistently would a collection system report the same measurements?)
Reliabllity can also be applied to logical propositions. (That is, how often would con-
firmation of the propositions of a hypothesis be foliowed by the expected outcome?)

The second concept Is validity. A signature is valid if its meaning is correctly
assassed, that is, if it is In fact associated with the designated indicator. An indica-
tor Is valid if it truly indicates the proposition with which It Is associated.

tmproper judgmaent of these factors can result in two types of error. The first is the
probability of falsely rejecting a hypothesis. The second is the probability that a
hypothesis has been falsely accepted (a "false alarm"). Since anaiysts usually con-
gider a set of hypotheses and attempt to reduce it to either one or a sinalier set
{(depending on the user's requirements), both of these errors are usually committed
together.

in addition to carefully assessing the reliability and validity of the evidence that sup-
ports or disconfirms hypotheses, It is necessary to pay special attention to how criti-
cal a piece of eviden<ce Is, how vuinerable to deception it is, and how well it discrim-
Inates among the competing hypotheses. Not all evidence need be applied to the
test with equal weight. Evidence that does not discriminate between hypotheses is
not useful. More rellable evidence can be weighted more heavily., Evidence that is
subject to deception must be applied cautiously, and with sensltivity ‘o evidence
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that miqht, itseif, permit a test of the hypothesis that deception is being practiced.

If a decision cannot be made on the basis of the available evidence (that is, if the
degree of belief among competing hypotheses is close), final evaluation of the evi-
dence may be deferred until more data become available. 3efore making this deci-
slon, however, the user's information requireme'its and the time frame of the user’s
decisions must be carefully considered.

6.8 Evaluating Resuits

Analysis is an It . . v+ ~s that could continue indefinitely. Evaluating results is
a task segmant ... .uszary tor knowing how long the analytic process should be pur-
sued and for evaluating productivity. Knowing when to stop can be determined by
asking the toi.. wing questions:

S

e Have all mission information raquirements been identified?
e Is there an adequate collection plan?

o Has the collection plan been executed properly?

e Has the threat model been updated?

e Has the product been prepared?

e Has the product beer communicated?

Each question reflects an iterative task of reducing uncertainties. It is unlikely that
all uncertainties will ever ba reduced to a point of having "ground truth." Since
results will never be perfect, the question of "When am | done?" is determined by 1
when time and information resources are exhausted. ]

Analysts must tearn to prioritize the order in which tasks are accomplished to maxim-
ize tho effectiveness of the resources. In all cases, this ordering is based on judg-

g now accampiisiiing the various tasks relates (0 reducing the risk v the mission.

5.9 Formulating Qutput

Output is the intelligence product. Formulating output means to "tailor" it for a par-
' ticular user’s benefit.

> To insura that the cutput is adapted to the user’s needs, analysts should ask them-
] salves:

o Do | know and understand the user’s objectives?

P PSP S

e What are the constraints under which the user is currently working?

¢ Do | know enough about the way the user thinks so that | can communicate the
product appropriately?

6.10 Cataloging

Cataloging is the task segment used in racording significant information about the
analytic process Itself and in transferring that information to appropriate users
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and/or to storage. Cataloging requires extreme discipline and a systematic

approach. The recordead information that results from cataloging is the primary basis
; for communication within the Intelligence organization and with intelligence users. it
} aiso permits retrieval of information for use in future analyses.

In determining what items to catalog, analysts should ask questions such as:

e How crucial is it to remember this information?
e Can | use this information again at a !ater time when | might have difficulty
remembering it?
e Is someone else going to benefit from the recording of this information?
e Is this information necessary to justify the intelligence product?
] e How frequently Is this item refreshed or replaced by new collection activitics ~
f o How Important are trends or variability in this item?
: e Might | have to reintaerpret this information at a later time?
Any of the tasks performed in analysis may require cataloging significant items for
later use.
6-11
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8. THE CONCEPT OF THREAT

Many aspects of intelligence analysis are due to the fact that "Threat" is the target
of analysis. Threat is a complex concept that involves context (threatener, reci-
pient, time, geographic location); communication of threat, perception of threat (by
analyst, by user); and control of threat (physical and cognitive). Threat is an antici-
pated danger to a National Interest in a particular contingency from a foreign force.

Threat perceptions and the reactions to the various factors of threat are individual-
istic, but threat must he treated in a standardized manner because of the complexity
of the various factors that underlie threat pe e:tinr and the potential seriousness
of threats against the national interests.

alysts, among each other and with the us:«i~. . stelligence, need to develop the 3
saima understanding of the battlefield cv --ext. Th.- purpose of modeling the threat is
to standardize these perceptions; the purpose of verbalizing how people think, react,
analyze, and Iinterpret threat is to lay the groundwork for developing a shared con-
ceptual model of threat.

k 6.1 Perception of Threat

The various aspects associated with the perception of threat have an important
Influence on how threat is controlled, both by the analyst and the user. Although the
analyst’s perception of threat is frequently mitigated by factors extraneous to the
dictates of good analysls, such as national pulicy, organizational characteristics, user
idlosyncrasies, or simply “conventional wisdom" (a mild form of prejudice, according
to Codevilla, 1980), using a common threat model can do much to alleviate some of
these extraneous problems. ]

The five aspects most relevant to tha perception of threat are described beiow.

6.1.1 ASSESSING THREAT

Analysts use numerous specific analytical skllls in assessing threat. Threat is a
multi-dimensional situation that involves many uncertainties and many contingencies.
In assessing threat, the analyst must have a good understanding of, knowledge of,
and ability to use problem structuring and decision making techniques, as well as
techniques for evaluating and dealing with uncertainty. These techniques must be
combined witn a thorough knowledge of the environment and of the available
resources.

8.1.2 THREAT CREDIBILITY

The credibility of a threat is a function of intention and capability on the part of the
threatener. The credibility of an intention is difficuit to evaluate since it involves
anticipating how the enemy thinks. An enemy force's capability, however, can be
evaluated In the more concrete terms of weapon performance and lethality, force
slze, disposition of forces, combat effectiveness, and other factors. Predicting the
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capability of a future force involves additional factors such as estimates of the
natlon's manpower and industrial base, technoiogy, training capabilities, supply lines,
and allilances.

6.1.3 COMMUNICATING THREAT

To communicate threat, there must be a shared conceptual model of the threat
between the analyst and the user. The importance of shared conceptual models in
communication was discussed In Chapter 3. Accurate communication about the threat
is possibly the mos. important aspect of the analyst-user relationship, since an accu-
rate understanding of threat is basic to making correct decisions concerning the bat-
tlefield situation. Training the analyst to understand how the users of intelligence
think, and what their requirements are, is a prerequisite to the establishment of a
common model of threat between analyst and user.

6.1.4 REACTION TO THREAT

The user's reaction to the threat will depend on perception of danger and the degree
of control over the situation. The level of danger represented by the threat is the
potential for harm, physical loss, or injury, if the threat is carried out. The danger
represented by the enemy is the potential loss to the friendly forces in terms of per-
sc nel, materiel, or other national interests.

Danger Is differentiated from risk. Risks are "taken" when danger is known to exist.
Thus, risk Is a voluntary exposure to danger, however unavoidable it might be given
the circumstances. In combat, there is risk In not preparing counters to an enemy’s
threat, whethar or not that threat has credibility. Risk is increased as a function of
potential danger and decreased when the enemy threat credibility is lessened.

RAisk taking is a psychological characteristic that depends on how people perceive
threat and react to it. Miiburn and Watman (1981) provide a view of threat percep-
tion that has implications for understanding peoples’ reactions to threat. Milburn and
Watman’s model is shown in Figure 6-1; it proposes that behavioral responses to
threat perception are a joint function of the amount of danger present and the
amount of available control over the situation.

The model further suggests that, regardless of the amount of danger involved, an
increase in the amount of control available will have a positive behavioral outcome
(sense of comfort ar challenge). One of the analyst's most important goals, there-
fore, is to provide an increase in the user's ability to control the situation. An
Increase in the user’s ability to control the situation is automatically associated with
a decrease in uncertainty, thereby fuifilling one of the goals of intelligence analysis.

The user’s ability to control the situation is very much dependent on the analytic pro-
duct. The shared threat model is a tool used by both analysts and users to ensure
as compiete and accurate a representation of the threat situation as possible,
tallored to the particular mission requirement.

A good threat model can provide both cognitive and physical control. Having
knowledge of all the reievant elements (and the relationship between the elements)
associated with a mission, generates the necessary understanding of the availability
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Figure 6-1: Behavioral Response to Threat Perception as a Function of Danger and Control.
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and potential for physical control. On the other hand, the users' knowledge of having
a shared threat model with the intelligence analysts, generates the best possible
cognitive control.

6.1.5 EVALUATING THREAT

The evatuation of threat as the target of analysis must always be performed within a
particular context and must include the use of a "Threat Model". Threat modeling
requires an understanding of both cognitive and physical factors that impact on
analysis. Cognitive factors are those that determine how the analyst or user will
react to their perception of threat, as discussed by Milburn and Watman (1981).
Physical factors are those that concern the dimensions of the battlefield. Both the
cognitive and the physical factors underlying perception of threat depend on the
amourit of uncertainty present in the threat situation.

Uncertainty plays a key role In the -‘valuation of threat. First, there is the uncer-
tainty about the enemy Intentions concerning the real objective of the threat and the
enemy’s optlons for achieving that objective. Second, there Is uncertainty in
evaluating the capabilities of the enemy force to carry out a threat. Third, there is
uncertainty in the five battlefield risk factors, namely, lethality, warning time, enemy
options, friendly options, and environmental conditions. Fourth, there is uncertainty
that the method of response will produce a desirable outcome.

Thesa uncertainties are rlearly identified in the threat model, thereby minimizing the
lack of control that arises from having uncertainties about uncertainties.

In developing a cognitive mode! of the intelligence analyst, and in identifying the
skilis raquired to optimize analytic performance, the IMTIA research laid the ground-
work for identifying the various aspects and elements of the threat model, end for
specifying means to develop it. The elements of the threat model are described in
the foliowing section.

6.2 Threat Modeling

The intelligence analyst engages in a complex mentai activity that is described as
Threat Modeling.

Modeling is a fundamental intellectual process of inteliigence analysis. The frame of
raference of the modeling activity is the battlefield. The objective of the modeling
actlvity is to provide representations of battlefiela threats and opportunities for con-
trol so that information that reduces outcome uncertainties can be provided to com-
manders.

The intelligence analyst is only one of the battlefield modelers supporting the combat
force commander. Other analysts provide models of maneuver operations, logistics,
combat, and support missions. Differential interpretations must be made by each of
the operational elements of a combat force. The intelligence analyst focuses on
threat posad by enemy forces but integrates the meaning of threat in terms of the
significance to specific national interests or the conduct of specific friendly force
operations.
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8.3 Features of the Threat Model

Regardless of the interpratation of the threat model, its basic features are common
to all users. These basic featuras comprise three ditferent perspectives, each hav-
Ing numerous assoclated elements that interact across perspectives.

The three perspectives of the threat model are called RED, WHITE, and BLUE, refer-
ring respectively to the enemy, the environment, and the friendly forces.

6.3.1 THE WHITE PERSPECTIVE

The initial step in threat modeling Is always the development of the WHITE framework
in the two dimensions of space and time. It Is the white framework that anchors the
threat model to the real world.

Developing the geographic framework of the battlefield can be as simple as plotting
the battlefield on a map. The map is a model of the real world. The topographic map
contains a wealth of information about the battlefield environment, including descrip-
tions of terrain, roads, population centers, ete. When highly detailed military maps
arg avalilable, they contain much of the information that contributes to the threat
model. An important task of strategic analysts is the development of white frame-
works in areas of anticipated threat for later use by tactical analysts.

Time, as the second dimension of the white framework, is treated as a sequence of
time periad snapshots (or windows) within which events occur. Threat model time
can be compressad tc bring events closer together or expanded to make individual
events more distinguishable. Time windows can be overlaid on each other in order to
sae patterns of events or to distinguish changes.

One of the snapshots in the threat model sequence must represent the current time
frame. A sequence of snapshots allows courses of action to be followed, from the
current timeframe to the eventual outcome of the battle. Each snapshot can be
thougit of as an overiay oi information over the battlefiesld geoography.

Future automated data-processing capabilities might provide an interactive computer

graphics terminal for creating the threat model, carrying static information from one
snapshot to the next, and integrating new information into the model.

6.3.2 THINKING WHITE

Filling in the time and space framework of the threat model is the prucess of thinking
WHITE. Thinking white creates an organizational structure for the threat model and
Identifies the impact of the battlefield environment on RED and BLUE. The time
framework provides a way to follow the dynamics of the battlefield and to discrim-
Inate events and activity levels in the spatial framework. By spreading the threat
model! information out over a time as well as a spatial tramework, individual events
and patterns can be discriminated.

Time dependencies can be shown In the threat model by labeling Information with
date-time tags or by placing information in a series of overlays organized by time-
window boundaries.
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Thinking white is always done In lerms of a geographic framework. The boundaries
for thinking white depaend on the spucific mission objective and could take the form
of:

e World region.
e Country.

o Local area.

e Township.

e Military district.
e Area of Interest.
e Area of influence.
e Zone.

e Speclfic map coordinates.

The geographlc framework can be either 3-dimensional or 2-dimensional, or
represented by a point reference such as a name or area identifier.

Thinking white also involves exploiting the knowledge of the battlefield environment.
Environmenta! knowledge used in white thinking includes:

e Terrain. ]
e Weather.

o Population.

e Economy.

e Energy and natural resources.

® Academia and tecimoiogy.

e Transportation.
e Communications.

e Political and military organizations.

Much of this information is available from intelligence and non-intelligence sources.
and can be referenced to the geographic framework.

The focus of white thinking concerns the three major areas of:

e Lines of communication.

o Battlefield climatic conditions.
e Uncertainty.

The following subsections discuss the specific white thinking techniques that
address these areas.




e

6.3.2.1 Lines of Communication

Because the information volume ussociated with the white element can be nassive,
ways of simplitying the access to this information are needed. A principal tachnique
for linking environmental information together within the white framework is the notion
of "lines of communication." For example:

e Population centers ara linked by roads, railways, watarweys, airline routes, and
communications systams.

e Elemants of an organization are finked by lines of authority and physical commun-
lcation networks.

® Energy producers are linked to consumers through power distribution systems.
e Ethnic groups are linked thri ugh culture, language, economic, and palitical lines.

e Technology users are linked with the academic and research aorganizations that
produce that technology.

e Military units use doctrine, operations, and tactics that are passed along through
training and command lines. Units are sustained through transportation lines.

6.3.2.2 Battlefleld Climatin Conditions

White thinking is used when considering climatic effects on the battlefield courses of
action. Climate Is used in a general sense to refer to auny form of environmental
state that Iimpacts on battlefield activities. Battlefield climatic conditions can
include:

e Waather conditlons (effects on parsonnei, operations, equipment, collection sys-
tems, transportation, supply expenditures, etc.).

e Terraln (foliage for cover and concealment, communications effects, cross-
country trafficability, etc.).

e Electromagnetic propagation conditions (noise, interference, crowding, blocking,
etc.).

@ Soclal climate of local population (reaction to enemy or friendly forces, likelihood
of partisan forces, sabotage, etc.).

n Economic climate (commercial, industrial resources of area, economic stability of
local area).

e Political climate (political organization, stability, cohesiveness, goals, etc.).
e Military climate (readiness, professionalism, ideclogy, motivation, etc.).

e International climate (alliancaes, treaties, mutual Iinterests that might involve
intervention, disruption, or support from other nations).

Some factors, such as International climate, are treated primarily at the strategic
level, but the tactical intelligence offilcer must understand their effects on the bat-
tlefleld concitions. in pre-hostiiity situations, these factors can be more significant
bacause thev will bear on the immediacy of the threat and possible escalation of the
danger in \he threat situation.




(.3.2.3 Uncertainty in White Thinking

Uncertainties in white nformation can have critical impacts on the outcome ot the
battle or on strategic praojections. locations ot strategic targets, even it accurately
plotted can ceuse problems i the map is inaccurat:. The time period of interest can
impact the accuracy of pradictions. If the time period of inlerest is very extended,
predictions of waather conditions are likely to ba based on general weather trends
or historical averages and will therefore be inaccurate.

For a large, generally dafinad battieficld, analysts may have to rely on general, pns-
sibly impracise information. Fregsently, only statistical information (such as demo-
graphice) ara available to describe the population and economic climate of the coun-
try area. It is Important to identify what environmental conditions will be significant
to specific missions so that collection resources can be tasked to provide greater
detail and accuracy.

68.3.3 THE RED PERSPECTIVE

The RED perspective of the threat model must bae anchored in the real world where
enemy forces are implementing the political and military policies ot tre foreign
nation: that genarate those policies. The enemy combat force is an extensiun of
political policies that are the =ource of the conflict that creates the battiefield
situation.

The initial step in introducing the red element to the threat model is to plot the loca-
tions end linkages of the political, military, and combat organizations within the geo-
graphic framawork of the battlefield. The highest echelon of enemy organizations
plotted depends on the echelon of interest of the friendly force commander. For
example, the strategic-level threat mode! encompasses all aspects ot the civilian
end military force structure, whereas a division-level threat model might show only
the locations of the red fcrces up to the army level.

The organization of the red clements follows rome form of hierarchical subordination
structure connected by lines of communication. The lines of communication show the
ralationship between units for command, control, and coordination. These lines of
communication can be overlaid on the geographic structure and related to physical
communication paths such as roads, transmission lines, or electromagnet'.c transmis-
sion paths.

Within an actual comhat environment, the locations of combat unite vary dynamically.
Correspondingly, the positions of units must be periodically updated within the threat
nodel.

6.3.4 THINKING RED

Jo think RED is to visualize the enemy’s war plans. The red war plan provides an
expected pattarn of events that helps in avoiding surprise Departures from the red
war plant can be | 'cognized as unusual activitics that may signify a need for addi-
{unei coliection, warnings to the friendly force, or revisions to the threcat model. The
rad war pians dafine:
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e Why the anemy will fight.

e Where the enemy will fight.

& When the enamy wili fight.

e What force structura the enamy will use.

e What objectives the enaemy hopes to achieve.

e What time table the enemy has for accomplishing objectives.
& What possibla oplions the enemy v ill use.

e What coursas of action will be frilowed to achieva objectives.
» What operations/tectics the enemy wiil use in pursuing courses of action.
e How the enemy views his strengths.

e How the enemy views his weaknesses.

e How the enemy views the strengths and weaknesses of blue forces.

A large part of the strategic ! .(elligence products of Army and other national intelli-
gence organizations are concerned with answering these questions.

Thinking from inside the enemy’'s war plans is a powerful tool for reducing the number
of potential battlefield options that are considered in preparing an estimate. Every
hypothetical option can be tested by asking how it fits into the enemy’s overall war
plans, and then eliminated, if the option does not fit.

There are three techniques for filling out the red warplan:
e Structuring the war plan using enemy doctrine.
o Exploiting intelligence sources to fill in details.
e Using analogies to fill in missing information.

Because the enemy is guided by their doctrine, strategy, operationai art, and tactics,
thinking red must begin with enemy doctrine.

8.3.4.1 Enemy Doctrine

Doctrine is a term tonat is typicaily used to refer to the fundamentatl principles that
guide the actions of a military force. How wer, from the enemy perspective, the term
doctrine has a specific meaning that has no counterpart in our armed forces. Enemy
docirine is an officially accepted system of views concerning the nature of war,
mathods for its conduct, and preparation of the country and army for war. At a
minimum, enemy doctrine answers the questions:

& Who will be faced in the war?
e What will be the nature, goals, and missicns in the war?

e What armed forces will be needed In such a war?

6-9
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e In what direction should military development be carried out?
o How will preparations for war be implemented?

¢ What methods will be needed to wage war?

Doctrina originates at the highest political level, and the formulation of doctrine is
concarned with more than military factors. Enemy military doctrine represents the
union of politics and science in support of nationa! objectives. Enemy doctrine is
concerned with the future war and therefore precedes the deveiopment of actual
military capabilities. Because doctrine may precede military capabilities by as much
as sevaral years, it can be expioited as a framework for the threat model in a
peacatime environment. Understanding enemy doctrine .s fundamental to strategic
Intelligence.

Military strategy is the implementation of enemy doctrine. Military strategy is con-
cerned with the preparation and use of forces in war. The enemy combat situation is
guided by milltary strategy, not doctrine.

Operational art is concerned with preparing for and conducting joint and independent
operations. Operational art determines tactical missions and the role and place of
units and formations in achieving operational goals.

Tactics are concerned with the fundamentals of preparing for and conducting combat
operations by units and formations. The meaning of tactics, from the enemy perspec-
tive, is simllar to our own.

The red war plan evolves in a top-down manner from doctrine. Without a broad, in-
dapth knowledge of enamy doctrine, an analyst will not have an adequate foundation
for developing the red perspective of the threat model.

6.3.4.2 Intelligence Sources

intelligenca sources can fill in much of the enemy war plan items, Strategic intelli-
gence sources provide studies of enemy doctrine, strategy, weapon system charac-
teristics, and general information on the battlefield environment. Strategic analyses
of exercises can supply details on how the enemy trains and operates. Much of the

procedural aspects of training will carry over into battlefield operations and tactics.

Intelligence Is continually produced in peacetime and in wartime on enemy unit comn-
position, communications, electronic warfare capabilities, and characteristics and
performance of weapon systems. By knowing the capabilities of combat systems, it
is possible to predict how the enemy might plan to use such a system in the battle-
field. This technique is used to fill in the threatl model from the "bottom up."

8.3.4..3 Using Anaiogles

Analysts use analogies to fill In missing information. For example, if they have no
information concerning some aspect of a red motorized unit, they may assunie that it
has some commonalities with a Blue mechanized unit and then draw an analogy from
this assumptlon to fill in the missing information. This technique is referred to as mir-
ror imaging.
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Mirror imaging can be a powerful technique for filling in missing information when no
othar source exists. Howaver, it is always possible that unknown factors will invali-
date the mirror-imaging assumptions. For instance, assumptions that Soviet doctrine
and tactics will transfer intact to a Warsaw Pact unit is generally valid because
there Is an environmantal similarity between the two forces. However, the same
assumption cannot be made ebout the use of those same tactics in a Southwest
Astan country because the environment and the culiwure of the forces are so dif-
farent.

A common pitfall of inexperlenced analysts is to assume that the enemy’s rationale is
a mirror image of their own thinking. This kind of error can lead to serious conse-
quences for the friendly force if decisions are based on that rationale. It is for this
reason that analysts must always ildentify their assumptions and sources of infor-
mation when developing the red war plan. The need for mirror-imaging is reduced in
proportion to the analyst's background knowledge concerning the ideology, culture,
language, doctrine, training, and history of the enemy. The analyst's goal is to piace
him- or hersalf in the role of the enemy and, in fact, to think red.

6.3.5 THE BLUE PERSPECTIVE

The threat model takes on its full meaning when the BLUE perspective is introduced
along with WHITE and RED. The targets of the red threat are BLUE elements. The
components of the friendly force are also blue elements. The blue elements are
introduced into the threat model by plotting the location of strategic targets in the
white framework.

68.3.6 THINKING BLUE

Biue thinking is founded on the principles of war. These principles form the opera-
tional framework for rniiltary actions. The principles of war are not rules; rather,

when understood and applied, the principies shouid stlimuiate thought and enhance
flexibility of action. From U.S. Army Field Manual i00-1, the nine principles are:

e Objective--Every military operation should be directed toward a clearly defined,
decisive, and atteainable objective.

o Offensive--3Seize, retain, and exploit the initiative.
e Mass--Corcentrate combat power at the decisive place and time.

e Economy ot Force--Allocate minimum essential combat power to secondary
efforts.

e Maneuver--Placa the enemy in a position of disadvantage through the flexible
application of combat powaor.

e Unity of Command--For every objective, there should be unity of effort under
one responsible commander.

e Security--Naver permit the enemy to acquire an unexpected advantage.

® Surprise--Strike the enemy at a time and/or place and in & manner for which he
Is unprepared.
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Simplicity--Prepare clear, uncomplicated plans and clear, concise orders to
insure thorough understancing.

The principles of war define a structure for blue thinliing. Each principle defines a
potantial use of threat modal information.

Thinking blue requires analysts to place themselves in the role of the inteliigence
user. This often means a total change of perspective from developing what the
enemy is doing. and thinking instead in terms of blue force actions. Changing to the
blue perspective means that analysts must think in the same time context, ievel of
detall, and terminology of the person using the threat model information.

Thinking blue involves the following four combinations of perspectives:

RED attacks BLUE.

Thinking BLUE in the defense requires looking at the RED war plan from the per-
spective of how the friendly force is a target. The information drawn from the
threat model is from the perspective of warnings and level of danger from RED
attack.

BLUE attacks RED.

Thinking BLUE in the offense requires looking at the RED war plan in *erms of
weaknesses, vuinerabilities, strengths, and critical points in courses of ac.ion.

WHITE affects RED.

Thinking of how WHITE affects RED requires looking at environmental conditions
that contribute to or detract from the desirability of red options. These options
are viewed from the BLUE perspective of choosing the timing or locations of con-
tlicts.

WHITE affects BLUE.

Thinking blue from the perspective of environmental conditions means looking at
the impact on the affectiveness of blue operations under those conditions.

Thinking blue requires filling in the threat mode! in terms of different types of infor-
mation, such as:

What options are being considered by the friendly force?
s a blue unit in danger of attack? lIs a waining needed?

Is there a possibility of a new option in the red war ptan? Should this option be
known to avoid surprise?

Are there technological breakthroughs that might change existing forecasts?
Are there new political or military personalities that may altet the red war plan?

is there a significant change in the mass or concentration of red forces? What
information is needed by the blue force to execute a countering change?

What dces the enemy know about the blue war plan? What can be done to
cover or decelve the eneimy about this plan?
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e What are the critical areas of uncertainty? What collection assets can be
directed at these areas?

e What information is needed to carry out the missions in the operational plan?

By rehearsing the types of questions that the Intelligence user might ask, it iz possi-
ble to anticipate the types of information needed to fill in the threat model.

Because the threat model is dynamic, it is never completed. However, it is possible
to "freeze" it at any given time period to use for predictive purposes. This is done
by selacting the appropriate time window for closer examinaticn. The act of
developing the threat model as weli as a particular time window, serves many needs.

6.4 Uses of the Threat Nodel

Threat modeling is the act of creating a mental picture of the battlefield in order to
predict the outcome of combat missions. A threat model of the battlefield contains
more information than would be possible by simply accumulating facts from available
information sources and in this capacity, it serves many different needs:

6.4.1 THE NEED FOR PIECING INFORMAT!ON TOGETHER

The threat :nodel is a mental framework used to piece information together, to aid in
remembering, to identify missing information, to speculate and predict, and to do
problem solving for finding information.

in placing information together, the threat model must address the following issues if
it is to eftectively portray the battlefleld knowledge:

e lllustrate current know!ledge of the enemy torces, including their strength/ capa-
bllities, disposition, combat effectiveness, and readiness state.

s Depict strategy of enemy forces, including their intentions, commitment of
forces, doctrine and ideoclogy, employment of operational techniques, equipment
and tactics, and intermediate objectives and timing of events.

e ldentify areas of uncertainty and assumptions used to fill-in or compensate far
shortfalls.

e Provide logic for indicators that can be used to predict, warn, and monitor the
execution of a threat against friendly forces.

e Qualify the credibility of the enemy force to carry out a threat under contingen-
cies of envircrimental factors (weather, political, economic), enemy's level of
uncertainty of success, and friendly force options for intervention and response.

e Provide breadth of scope and levels of detail necessary to see opportunities for
controlling threat and achieving desirable outcomes for friendly forces. The
types of information produced by the model should ensure both understanding
and detail ne ‘essary for operation of friendly forces.




6.4.2 THE NEED FOR MEASUREMENTS

The threat modal provides information that may not be otherwise available. Most
importantly, the threat model provides ways to make measurements that quantify the
danger and risk present in the threat situation. Changes in the model over time are
used to measure trands, identify patterns, and detect changes in activity levels.

6.4.3 THE NEED FOR COMMUNICATING AND EXTERNALIZING INFORMATION

Because the information contained in the threat model has been systematically
represented, it is possible to communicate and externalize the information contained
In the model. This is an extremely important aspect of the threat mcdel, since
analysts must communicate their products to the intelligence user in a timely, accu-
rate, and appropriate (tailored for the user) manner.

Being able to externalize the threat model information implies a translation of the
analyst's mentai image of the battlefield into language, symbols, and graphics. This
aspect is vital since the amount of information represented by the threat model is
well beyond the limits of the human memory.

6.4.4 THE NEED FOR DIVIDING THE WORKLOAD

The threat model provides an organizational structure for dividing up the analytical
work load. individual analvsts can share in the building and maintaining of the infor-
mation in the model, and can also share in the benefits of the information provided by
the model.

6.4.5 THE NEED FOR A COLLECTIVE N.EMORY

Tha threat mode! of modern warfare options is so complex and extensive in its scope
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and coverage of massive volumes of data that many analysts are required to create
and maintain the model. No one arnalyst could hope to memorize the entire scope of
the model information. The threat model thus becomes a form of collective memory
between cooperating analysts and the operations personnel that the model supports.

The collective analytical team is created by exploiting specialized knowledge in:
e country area knowledge for creating environmental framework

e technical knowledge for interpretation of indicators from signal, imagery, and
human collection resources

e geographic partitioning for distributing work load
@ technical specialization in interpretation of data with high levels of uncertainty
e technical specialization in modeling of physical systems

e operational exp!oitation of model information in user areas.
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6.4.6 THE NEED TO EXTERNALIZE THE THREAT MODEL

The threat model, because it cannot be easily dealt with in internal memory, must be
encodad for communication and external storage. The most commonly recognized
forms are seen in: ’

e Threat estimates.
e Sitvation dispiays over map backgrounds.
e Order of battle databases.

These forms are cnly partial threat models but represent consensus views of an
anaiytical team. Aiso representing part of the externalized threat model because
they represent community knowledge are:

® Documented doctrine and tactics of opposing forces.

e Documented characteristics and capabilities of weapon systems.
e Maps.

e Intelligence, military, and state department message traffic.

e Previous intelligence products.

e Intelligence lore transmitted through orai tradition.

e Technical knowledge from non-intelligence sources.

e Ethno-graphic knowledge available from non-intelligence sources.

e Curraent events knowledge from open sources (newspapers, periodicals, publica-
tlons, wire services, broadcasts).

These secondary knowledge sources are effective as a component of the threat
model in direct proportion to their circulation and accessibility to analysts.

Because the volume of externalized threat model data car be enormous, analysts
have intuitively devised techniques for minimizing memory requirements and improving
accesslibillty, thereby achieving a form of "cognitive economy." Examples of cogni-
tive economy mechanisms include:

® Geographic plotting of time stamped messages, indicators, and episodes for
filtering, correlation, and activity level evaluation,

e Environmental surrogate models (such as LOC) for simplified environmental focus.

e Predictive system templating with pre-processed data components to depict
compasition, behavior, characteristics of entities.

e Predictive event templating to depict event occurrences, timing, signature, and
relationships to indicators.

e Symbols and iconics to represent standard entities, events, situations (includes
military symbclogy, map topographic symbology, unit names and designators,
atc.).

Cognitive economy is further achieved in a more general way. Specifying that a
threat riodal i5 seuessary, v tiial analysts have to be trained in how to develop and
use a threat model, is not enough. To be truly useful, it is necessary to establish
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criteria for evaluating training and analytic perfurmance. The next chapter
discusses issues for evaluating training and describes techniques for developing the
ideal threat model.

SR mata i camaka\ NE o caradbi e Son a2,

Py




7. EVALUATING INTELLIGENCE TRAINING AND PERFORMANCE

i 7.1 The ldeal Analyst

The characteristics of an intelligence system can be evaluated by comparing the
properties of an actual system to those of an ideal system. The requirements of an
ldeal production system may pose Insurmountable demands the limitations of
human cognitive processing, so that actual performance may nawver approximate the
ideal. However, a judicious extraction of concepts from an ideal production system,
In conj nction with an understanding of the relevant cognitive structures and
processes, can lead to the identification of training guidelines and criteria for
evaluating aralytic performance.

e

3 The cognitive model of intelligence analysis (described in Chapters 2 through 5) was
‘ deriverd from production requirements, data from on-the-job interviews with intelli-
gence analysts, analy.is of the current cognitive literature, and analysis of the cog-
nitive perfori~ance requirements of inteligence analysts. In what follows, we exam-
Ine the components of the ideal cognitive performance model and the ways in which
actual performance compares to the ideal.

To lllustrate what the cognitive model can and should accomplish, an approach is pro-
posed consisting of the ideal analyst, the ideal performance, and the ideal product,
as represented in Figure 7-1. In this conception, ideal states are postulated and
compared to actual states; then the sources of the differences between the two are
identified. The sources include human biases and various types of errors as well as
varlous mechanisms that are typically used by humans, such as filtering and selection
of Information, stereotyping, and assimilation. These are influences that have an
impact on one or all of the constructs shown in Figure 7-1.

A goal ls to identity techniques nr mechanisms that can compensate for sub-optimal
performance in an actual operational environmeni. The steps necessary to identify
tha Ideal analyst performance ure:

e ldentify the task segments.
o ldentify the cognitive skills required for each task segment.
e Make a profile of the cognitive skills for each task segment.

e Relate the cognitive skills to the structures and processes of the cognitive i
model.

e ldentify the attributes associated with each cognitive structure and each pro-
cess.

® Assign vptimum values to the attributes identified above.

To identify compensatory approaches for sub-optimal performance, the following
steps are taken:

e |dentify potential error sources that impact on each cognitive structure and pro-
cess and evaluate their significance within the definitional framework of the :
ideal parformance. ¢
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¢ Factors and influencas that

produce changes batween

ideal and actual states,

COGNITIVE SYSTEM ldeal Analyst e —_ - - — — Actuat Analyst

PRODUCTION AND Ideal
COGNITIVE SYSTEMS Performance

Actual
Performance

i il .

Adirad 1) i

;. ¢

PRODUCTION SYSTEM Ideal Product s e = -

Actual Product

Figure 7-1: Approach for Evaluating Inteliigence Performance and Product.
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e Selact a conipensation mechanism or technique that can minimize the deviations
betwean the ldeal and the actual parformance models.

Task saegments are defined in terms of observable behavioral ocutputs that are
requirad to paerform a particular task, and/or achieve a specific goal. Task segments,
then, are aspects of the production system that are an important consideration within
the performance model. To understand the relationship between the production
model and the performance model, the cognitive skills needed {0 perform each of the
task segments have to be identified, as shown in Figure 7-2. For each task segment
there are a number of assoclated skills, although not all skills are equally refevant or
important. It is necessary, therefore, to make a profile of the required cognitive
skills for each task segmeunt, in which the profila reflects the relative importance of
each skill in performing tha. particular task segment. The relative importance can
then be represented as a value on an arbitrarily defined scale, for which the values
ara derived from the interview data interpreted through an understanding of the cog-
nitive performance model.

Cognitive skills are very broadly defined in this context. They refer to the use of
procedural and analytical skills, as well as to the basic capacity of memory, the
capacity for attentlon and for dealing with stress. They can also include the effects
of physiological, personality, and emotional variables, since all of these have a
potential bearing on the way task segments are executed.

Flgure 7-2 also shows how each separate cognitive skill has an identified relation-
ship to the various structures and processes of the cognitive model. As an example,
the cognitive skills, structures, and processes involved in performing the task seg-
m+ nt "Hypothesis Tasting", involve the following steps:

e Selectiun of attributes of the hypothesis.
e Translation of the attributes Into specific aspects of the information.
& Test against the most closely matched template within the conceptual model.

e Evaluate the outcome of the test. It is at this point that errors and biases may
affect performance. In the case of hypothesis testing, the most prominent bias
Is the tendency to seek confirmatory evidence, and to ignore disconfirming evi-
dence.

e If the outcome is unsatisfactory, the steps above are repeated. If the outcome
Is satisfactory, the task segment is completed.

e The iterative process may continue over a period ot time, or it may direct the
search for new information which could lead to the generation of nhew
hypotheses.

o In directing the search for new information, the iterative process could be led
aleng Irrelevant or erroneous paths. This is another point in the process where
the confirmatory bias could manifest itself.

Cognitive skills form the link between the task segments identified within the produc-
tion system and the structures and processes that make up the cognitive modul
These skiils can be divided into categories that are associated with the structures
and processes of the cognitive model, as fellows:
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e Memory capacity. This refers to all memory stores; in the present context,
specifically 0 long-term memory (semantic/factual and episndic) and active
memory. The attributes of interest are size, adequacy of content, and complex-
ity of the organization of memory.

e Storage and retrieval. The skills associated with storage and retrieval concern
the adequacy of identifying relevant items to be stored (and, hence, remem-
bered) and differentiating them from irrelevant items. They also include the way
an item is stored within the existing memory organization, a process that is
nacessary for efficient retrieval. For example, if an analyst stores information to
the effect that a tank battalion has been sighted, but does not store it within
the context of location, time, and so forth, that information is relatively useless.

e Environment. The characteristics of the environment are considered a part of the
structure of the cognitive model. The relevant skills, then, are those that are
needed to assign meaning to environmental inputs, the most important being pat-
tern recognition, temr 'ate matching, and problem structuring.

e Conceptual models. The skills associated with conceptual models are those
responsible tor the development and use of such models, as discussad in
Chapter 3. They also include communications skills, since shared conceptual
models are required for efficient communication.

e Information processing. This includes several processes within the cognitive
model that correspond to varicus procedural an i

£
o
)

Each of the above categories can be represented as a set of attributes, where indi-
vidual differences are represented in terms of the values of each attribute. For
example, the capacity of active memory can be quite large for some individuals, or
quite limited for others. Size, therefare, Is an attribute which can take on different
values. The vailte of an attribute (as expressed in a particular individua!) h.s impli-
catlons for understanding performance. In the case of active memory, the value on
the size attribute will be positively correlated with atiention span (a performance
variable). For the ideal analyst, optimum values on attributes must be evaluated for
the goals under consideration. Optimum values are not necessarily the same as max-
Imum values. In some cases, a maximum value could interfere with task performance.
For example, during hypothesis generation (a task segment), it is quite possible to
have so much information in active memory that too many hypotheses are generated,
a process that could delay decision making and interfere with the goal of reducing
threat. It is important, therefore, to define optimum values for specific mission goals
within the context of the triad that consists of threat (red perspective), environmant
(white perspeciive), and control (blue perspective). The cognitive model of the ideal
analyst, then, is defined in terms of sets of optimum values for cach cognitive struc -
ture and process, where the values are dynamically adaptive to mission goals.
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7.2 The ldeal Product as Threat Model

The "ideal product" is a concept developed by logicon researchers after extensive
investigation into the nature of inteiiigence produciion and iihe cognilive processes
of intelligence analysts.




This research developed action that thae threat analyses performed by intelli-
gence analysts have co . underlying patterns. These pattarers are evidenced in
the infaormation tlow { 2t n analyst and user through reporting and other types of
interact'ons.

This rasgarch has established a basis for a genaric production structure which meets
the analyst’'s goa' of minimizing the users' uncertainties by providing information
that maximizes their ability to control threat,

It was alsc found that the models of threat had to be conceptualized in the context
of particular users and environmental contexts to be effective. " hus, impacting on
the intelligence products are the multiple dimensions of the battieiield in which indivi-
dual products can assume format and content variations within various user and
environmental contexts.

Since the IMTIA research was per r . | the concept of the ideal product has been
reflned and formalized into the concept of the threat model. The ideai threat model
is the equivalent of the ideal product. The following sections describe in detail how
to develop a threat model, i.e., how to achieve the ideal product.

7.3 Gereral Steps for Deveioping the Threat Madel

The tnreat model is a puzzle fitted together from thousands of pieces of information
that are related in the context of the battlefield situation. The geographic frame-
work cf the threat model and location of friendly and enemy units is the basic struc-
ture used for relating the pieces. The time context for each snapshot of the threat
modei determines which pieces should be included and which ones should be left out.
Developing the threat mndel involves six steps:

¢ Increasing the level of detail
« Representing areas of uncertainty.

Elotting the location of new inforsmation.

L

' icreasing the level! of accuracy.
2 Stepping the model forward or backward in time .

e ’hysical scaling.

The followiny suvsections describe these steps.

7.3.1 INCREASING THE LEVEL OF DETAIL

nfurmatior is accumulated, the level of detail in the threat mode! inust be

cased. The frame of reference for the threat model is the topographic map. Two
rmechanisms can bYe used for adding more detail to the map: (1) increasing the
nuinber of overlays or (2) using smaller scale maps for greater resolution of detail.
Mayp overlays can provide more detail to the threat model without obscuring topo-
grapl.ic detail. New material can be separated intc overiays that periain to specific
topics. Auaing mure overlays adds greater detail, while removing overlavs declutters
the threat model
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7.3.2 REPRESENTING AREAS OF UNCERTAINTY

As tha threat model is being filled in, placeholders and flags may be used to identify
missing information and areas of uncertainty. For instance, a symbcl for a unit can be
rapresented on the map or adjacent to it, even if its location is not known. The
ground trace of a collection mission can be plotted on the map even though the infor-
mation reports have not yet been received from thai mission. Placeholders and flaygs
sarve a useful function when they are readily distinguishable trom known information.

7.3.3 PLOTTING THE LOCATION OF NEW INFORMATION

New data can represent new information, errors, redundancies, or contradictions w:th
existing information. Until that information is evaluated and assimilated intc the
threat model, it is icosely tied to the threat model by describing it as an infoimation
aevent that can be plotted with respect to place and time in the white geographic
framework.

7.3.4 CHANGING THE LEVEL OF ACCURACY

New information can change the accuracy level of the threat model. As new informa-
tion is brought into the framework of the thieat model, it is compared with the exist-
ing Information. The credibility of the new in'>rmation must be weighed against the
cradibility of the old informstion before an adjustment in accuracy is made.

7.3.5 STEPPING THE MODEL FORWARD « R BACKWARD iN TIME

Because the battlefield is dynamic, a static threat model is not adequate. The threat
model is made dynamic by the process of creating snapshots of the threat model.
Cach snapchot of the threat model represents some defined time period A seauence

of successive snapshots is an animated view of the battiefield.

The value of using the time dynamics of the threat madel is this: Features of the
threat model that are not dynamic can be transferred from one snapshot to the next
without effort (for e..ample, the pertormance characteristics of a specific weapn
system will not change from one hour to the r :xt, aithough its physical location might
change) and the dynamic features can alsc be updated without effort or represented
as predictions.

Sterping the model backward in time allows many pieces of information to be added
that wouid otherwise not be included in the threat model. For example, nformaton
from prior batties, exercises, or training doctr.ne are useful as a historical base for
developing the model. The actua! threat model might incorporate information about
weapcs and tactics that dates back to informatinn sources that are years old. In
atfect, the principle of "inheritance"” is used tco fill in information from the historical
base.

An important value of w:e threat model is that the srnapshots can be extended into
the future as an aid to envisioning and predicting the course of the battle and the
expacted outcomes of missions. Filling in the future time snapshots requires
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considerations of plans, trends, contingencies, probabiities, and statstic

7.3.6 PHYSICAL SCALING

Events and behaviors are frequently difficult to observe at actual scale. The threat
model can be scaled to obseive such behaviors in terms of both space or time.
Space is scaled in terms of a topoqgraphic map. lime can be scaled to any period ot
interest or to encompass dynamic behaviors.

For example, with a scaled representation, it is possible to determine how far battle-
field entities can see, shoot, move, communtcate, or jam.

Physical scaling makes it possit.le to detect.
e Trends.
e Patterns.
o Missing information.
e trrors.
Map-reading skills are a cnitical requirement for accurate physical scaling in threat

modeling. These skills are needed to determine line-of-sight distances, fields ot fire,
anc various aspects ot mooility.

7.4 Dimansions of the Threat Model

The threat mndel can be sys.ematically partitioned so the. the massive volume of
information represented by the model can be managed. Much of this nformation can
be translated nto text, symbols, and graphics, but much of it remains in the analyst's
head  Without additional structuring beyond white, red, and blue thinking (see
Chapter 3), the analyst wouid stiii have great difficulty in coping with the massive
volume o/ information.

Techniques are available tc partition the battletield inforimation so that it is easier '0
remenber and manage. These partitioning techniques also provide a systematic
structure that can be used when dividing the analvtical workload in an analytical
team. This organizatinnal structure can also be mmplemented in automated data
bases that suprport threat mcde'ing.

The partition'ng techniques include:
@ Creating descriptions at increasing levels of deta!
e Allowing descriptions with varying levels of precision.
e Partitioning by geography.
e Classifying areas by topograpbic features.
® Indexing objects by hattliefield depth.

o Organizing information by time windows.




@ Organizing information by relevance to echelon level.
e Integrating events and information into aggregate elements.

The foliowing subsections describe these techniques for dividing and conquering the
complexity of the threat modei.

7 4.1 INCREASING LEVELS OF DETAIL

Not all intelligence usars need the same leve! of detail. The threat model can be
syratifiad intn overlapping leveis of detail. For instance, the opposing force could be
dascribed in terms of its hierarchical structure, with increasing levels of detail
corresponding to lower and lower levels of the hierarchy. Each level might
correspond to a different type of blue usage.

7.4.2 VARYING THE LEVEL OF PRECISION

Not al! o* the information in the threcat model needs to be at the same level ot preci-
slon. For instance, If only two of the three battalions in an enemy regiment have
been detectad, the third can be assumed 1o be present because of enemy doctrine.
The third unit can he represented in the threat model, but at a lower levei of preci-
sion in order to make the model as complete as possible.

Completeness, as defined by the mission objectives, is more important in threat
medeling than cunsistency in precision. Force strengths cannot be estimated using
the threat mode: unlass the model is compliete. Analysts must know and repoart the
precision of the representations in the threat model.

The most pracise information is not necessary to begin formulating the threat model.
The threat mode! can be initially formed by doctrine and then refined as more precise
information is obtained. lnderstanding the needed precision levels will help analysts
tfocus the collection and enalysis activities to improve the threat model.

7.4.3 PARTITIONING BY GEOGRAPHY

A straightforward means of dividing the .nformation level of the threat model is to
divide it by geographic sectors. This technique is used as a matter of course in the
assignment of areas of influence and areas of interest by echelon.

7.4.4 CLASSIFYING BY TOPOGRAPHIC FEATURES

Information about tcpcyraphic features of the battlefield can be classified so that it
applies diractly to tho type of combat options planned for the geographic ar. a. This
type of classification makes it easy to bring the general background knowiedge into
the threat model. Topographic classifications inciude:

e Weathar options (clear, inclement, monsoon, etc.).

o Day/night options.




e Open terrain options.
e Forest.

e Arctlc.

e Desert.

e Mountain.

e Urban.

7.4.5 INDEXING BY BATTLEFIELD DEPTH

From the blue perspective of the battlefield, the red area can be viewed in succes-
sive levels of depth. The depth index determines:

e What types of objects are seen.

e How soon the information on the object is needed.

o What level of detail is needed on the object.

e What source is available to provide that information.

e The level of uncertainty concerning the object.

7.4.6 ORGANIZING BY TIME

The threat model can be organized into successive time snapshots to depict the
dynamic changes of the battlefield. By limiting the extent of each snawpshot, the
amount of Information to be dealt with can be controlled.

Moving from one snapshot to the next also purges information whose value has dimin-
ished. Old information can have an inertial effect that delays the detection of
dynamic changes in the battlefield.

Snapshots of wider time scope can be overlaid on narrower snapshots in order to
deal with information in greater generality or with patterns that have a slower rate of
change. The strategic snapshot of the battlefield is much wider than the tactical
snapshot.

7.4.7 ORGANIZING BY RELEVANCE TO ECHELON

The potential complexity of the threat model Is reduced long hefore it gets to the
tactical intelligence analyst. The strategic intelligence products that precede the
tactical intelligence mission will have defined:

e Wherea the battlefield is.
e Who the enemy is.

e What the enemy’s strategic options ara.
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e What the enemy's general force structure Is.
e What the enemy’s weapon tachnology lIs.
e What the enemy’s Initial tactical resources are.

e What the enamy’s sustaining capabilities ars.

These genaral strategic options can be furthered stratified for the tactical threat
model. For instance, the threat model can be stratified into the following potential
options:

e Conventional warfare.
e Chemicali/biological environment.
e Limited nuclear environment.

o Strategic nuclear environment.

7.4.8 INTEGRATING THE ELEMENTS OF THE THREAT MODEL

One major task in developing an ideal product is to integrate the elements of the
threat model in a way that will satisfy each user’s requirements. The pieces of the
threat model must be integrated in*o a meaningful representation of the battlefield
that is complete within the mission context. Bringing the pieces ot the threat model
puzzie together is the process of seelng the battlefield in order to accomplish a blue
objective or mission.

Dividing the battlefield into its different dimensions creates information chunks that
are easier to remember and that facilitate threat modeling. Time and geography are
always the raference frameworks that relate the information chunks to each other.

7.4.8.1 Integrating for the Product

To create an Intelligence product, various elements of the threat model are selected
for integration. A time snapshot is selected that represents the timeframe within
which the product user applies the information to combat decisions and the geo-
graphic scope of the information is matched to the product user’s area of influence
and area of interest.

Product context also determines the level of detall necessary for viewing the threat
model information. Analysts must consider what terminology and level of detail will be
raquired for the product user to understand the information. For instance, the threat
model may include information on each known artillery position. However, the product
user may only be interested in the battalions represented by those units.

7.4.8.2 Integrating for Completeness

Completeness within the mission context Is the most important aspect of threat
model integration. Completeness means:

-~
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e Showing the full stre 1gth of the enemy force even though only half of the units
in tha force may have been (dentifled and located.

e Showing a probable position of a unit even thioun!, there is uncertainty as to that
i location.

e Showing the expected enemy course of action, even if it is a guess.

Completeness Is what makes the threat model most useful as a decision aid. Seeing
the battlefield is seeing the complete plcture of the battlefield situation, even if
piecas are highly uncertain.

T

Certain kinds of tools have been devised for keeping the threat model as complete
as possible, These aids include:

| e Templates. A template is a generalized model of the composition of a class of
‘ unit, object, activity, or event on the battlefield. A template describes the gen-
eral features ana relationships of features to the battlefield environment. For
example, a template of a type of enemy artillery battery would describe the
numbers of artillery pieceas, supporting equipment, and the general positioning of
the pieces when deployed.

Many different forms of templates are described in the IP8 nrocess, inciuding
doctrinal, situation, and event templates. Additional templates are useful for
describing the signatures of various battlefield objects and activities. Signature
templates, in particular, are useful in piecing together Information from multiple
sources,

e Tracking. A track can be used to integrate Information that falls into multiple
time snapshots, as In the position of a maneuver unit. Positions of enemy
maneuver units can be integrated by correlating individual position reports with
an assumed track or route. The track of a maneuver unit would appear as a line
connecting the points of its past iocations.

3

Tracking can also apply to maintaining continuity on identifying and locating criti-
cal elements of the enemy force. Knowing that continuous information is avail-
able on enemy units Is a means of reducing the risk of surpri.e or deception.

Tracking can also apply to integration of information about stationary objects
that have dynamic features. Tracking an airfield would involve following the
changes in numbers and types of aircraft, modifications (to runway, defense, and
faciiities) and activity types and levels. i

Order of Battte data bases are an example of tracking. These data bases con-
tain complete records of the enemy's organization, strength, coemposition, and
characteristics. The form and bebhavior of enemy units or organizations are
included in OB data bases.

Tracking allows the threat model to provide information on patteriis and trends of
battlefield activities. Thus, tracking can provide a useful method for identifying
unusuai or unexpected enemy actions or events.

@ Time lines. Courses of action can be more completely modeled in terms of time
duration and occurrence cof key events If the course of action can be
reprasented as a program of activities and events over time. For example, the
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event analysis matrix, des:ribed in the IPB proce. ., currelates expected events
and actlvitias with each NAl and TAlI and adds the dimension of time.

e Networks. Networks are groups of units linked together to serve some specific
function, such as communicatlons, supply, command, or sharing of a common
resource. A network may also be used to show the aggregation of subordinate

: units Into a higher-ievel unit (as in force composition or tables of organization

r and equipment). Thinking of units as embedced in a network can aid in complet-

‘ ing the information in the threat model even if some of the units in the network

cannot ba ide" tified or located. 1

Even If full information is not availabla on the events In the course of action, the

program structure helps to anticipate the duration of activities and the time-

spacing between events. Forinstance, second- echelon staging as a program of

activities may be represented so as to determine the time and geographic rela- :
tionships between indicators of that activity. The same would be true of a

river-crossing activity. The events leading up to the river crossing, the schedul-

ing of units crossing the river, and actions foliowing the crossing could be

treated as a scheduled program.

7.5 Making Measuraments with the Threat Model

Perhaps one of the most usefui functions of the threat model is in its capacity for
prediction. Prediction must be preceded by accurate measurements of the various
elements of the threat model. When integrated within the threat model, these ele-
ments can be measured in ways that individual piecas of information cannot.

Scaled measurements can be used to provide quantitative data on enemy capabili~
ties. Time measurements can be used for predicting events. Statistical measure-~
ments made on the threat model can Identify unusual activities, trends, and patterns.

Three catagories of measurement can be addressed using the threat model. These
categories include:

e Force strength.
e Uncertainty.
e Risk.

The following subsections discuss these categories.

7.5.1 MEASURING FORCE STRENGTH

The threat model can be used for aggregating the strength of enemy forces now and
In the future. The threat model, because of its geographic iramework, can be used
to compare red force strength to btue force strength on an area basis. Force con-
centration and force ratlos are key indicatours used by the commander to evaluate i
enemy Intentions and risk. !

The relative combat effectiveness of the enemy can be measured with the aid of the
threat model. Doctrine provides a "design strength" of manning level, equipment,
reserves against which actual fluctuations can be measured. Making this type of
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measurement requires continual tracking of the attrition and resupply activities.

7.56.2 MEASURING UNCERTAINTY
Measuring uncertainty involves a number of quantifications. For example:
e Information source credibility.
e False alarm error rate.
e Miss error rate.
® |lmprecision.
® Unexpectedness.
e Missing information.

e Inconclusive information.

The ability to recognize these types of uncertainty in the threat model is a required
skill of the intelligence analyst. The risks associated with the uncertainties due to
the analyst’s own skill limitations must also be taken into account.

The following subsections describe briefly these areas of uncertainty,

7.5.2.1 I[nformation Source Credibility

Most information in the threat model will have a vaiidity established Ly belief in the
truth of the source and knowledge of conditicns under which the information would be
true. Information source credibility may be based on the historical success of a
source or on the engineering constraints of the system. The predictability of source
cradibility is generally ba..ed on a projection of the historlcal success rate qualified
by environmental conditlions.

There are two rating scales associated with an item of information, one rating relia-

bility of the information source, the other rating the accuracy of the information.
These evaluations are discussed in detail in Field Manua! 30-5, Combat Intelligence.

7.5.2.2 False Alarm Error Rate

A false alarm occurs when a data item is reported erroneously, for example, it a sen-
sor gives a false reading or if data are misinterpreted.

The false alarm error rate is the ratio of false alarms to correct evaluat.uns. This
rate can be heavily biased by the analyst’'s expectations. If events are expected,
they tend to be perceived even if they Pave not occurred. This type of bias mrkes
analysts susceptibie to enemy deception. The ability to recognize situations where
false alarins are highly probanie is a skill that can protect analysts from the effects

of enemy deception.
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7.5.2.3 Miss Error Rate

A miss arror is when an event actually occurs, but Is not detaected. Miss errors can
occur because of incomplete sensor covarage, enemy cover and concealment
actions, or because of noise and errors in information. The miss error rate is the ratio
of misses to correct aevaluations. The result of having a high miss error rate Is the
risk of surprisa.

Thea ability to recognize situations with high miss error rates is a skill that allows the
anaiyst to compensata for errors by diversifying collection activities and warning
friendly forces to be vigilant for surprise enemy actions.

7.5.2.4 Imprecision

Imprecision is the degree of uncertainty about a numerical measurement or an object
Identification. Sensor Imprecision may result In uncertainties about the location or
classification of an enemy unit. The number of digits used in listing the UTM coordi-
nates on a location implicitly defines the level of precision on the location.

Numaerical imprecision may &also occur In identifying the size of a force, the perfor-
mance of a weapon system, or the time resolution of when an event occurred.

An imprecise identification involves amoiguity in class: :ation of size or type. For
example, the terms "heavy tank" and "battalion-size nit" reflect imprecision in
class identification. Imprecision may also apply to ambiyuity of specific unit identi-
tles. Fcr axample "a battalion of the third armor division" is a less precise identifica-
tion than "the 42nd battalion of the third armor division."

Using precise terminology when it is not appropriate may be .asleading and have
negative consequences for the friendly force. For example, transmitting the precise
location of a mobile enemy unit without a time qualifier may result in the execution of
a useless artiliary mission. Knowing how and when to use precision is a skill that the
intglligence analyst needs.

7.5.2.5 Unexgectedness

Unexpectedness is tha leves of departure of a measurement from an expected value.
The expected value may be based on historical vali::s or trends, doctrine state-
ments, or analogies if the event has not occurred before.

7.5.2.6 Missing .nformation

Missing information itay be gaps in battiefield surveillance, apparent missing features
in puysical models of battlefield objects, missing inf “rmation on physical attributes of
known features, or missing elements that compose units. Being able to identify infor-
mation as missing rather than as imprecise requires having a template, mirror image,
network, or program structure to compare with existing information.
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7.5.2.7 Inconclusive Information

Inconclusive Information is unexpaected and cannot be interpreted in terms of the
existing threat model structure. If the unexpected information cannot be attributed
to nolse, normal environmental variations, errots, or identifled battlefield objects, it
can still be identlfled as an information event and retained for future interpretation.

An unidentified moving target detected by a radar can be considered Inconclusive
Information if it cannot be associated with a particular enemy activity. inconclusive
information can be useful if it can be used as a measure of unusual activity or as a
guide for directing future collection nilssions.

For example, construction activities in the enamy’'s rear area may be observed, but
an identification of the type of construction may not be possible. The event is cigni-
ficant if it eventually is identified as a fortification for a command post or a missile
instaltation.

The ability to recognize potentially significant information is a skill that allows
analysts to piece together bits of information that by themselves would be meaning-
less. The threat model provides the time and space framework for retaining these
piaces of information until they can be interpreted in terms of some aspect of the
enemy war plan.

7.5.3 MEASURING RISK

Measuring risk involves merging risk factors with uncertainty measurements. Risk
factors include:

o Enemy force lethality.
e Warning time.

® Number of enemy options.

a Numhar of friandl n
e Numbper of Trnendly opll

® Xnowledge of environmental impact on red and blue.

Risk must be qualified by the uncertainty introduced by source credibility, error
rateg, and imprecision which affect risk factors.

7.5.3.1 Measuring Lethality

Lethallty is a measure of the enemy's military capebilitiec. Lethality might reflect
force size, weapon technology, weapon performance, combat effectiveness, force
concentration, and sustainability rate. The measurement of lethality is normally done
in comparison to the countering friendly force. Changes in lethality are important
because they can be indicutors of enemy intentions, strengths, or weaknesses.

A commander must be as certain as posslble about the lethality of the enemy force.
When there is a range of uncertainty about enamy lethaiity, the commander must plan
for worst-case and best-casa situations as well as for ncminai case. It is the
analyst’s responsibility to narrow the range of uncertainty about enemy lethality so
that the commander does not have to waste planning and mission resources on
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unrealistic options.
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7.56.3.2 Maeasuring the Number of Enemy Options ;

[ Aithough the number of enemy options can ba potentlally infinite, the more probable
; optlons are the uines that fall into doctrinal pattarns and that resemble patterns
observed In training, exercisas, or previous conflicts. Plausible enemy options can
be ranked in order of their closeness to doctrinal patterns. Other factors to consider
in aveluating enemy optlons include:

e Indications of preparations being made tor multiple options.
o The mability of the enemy force.

e The friendly force vulnerabilities that the enemy is most likely to try to exploit.

7.5.3.3 Measuring Warning Time

Warning time is the time awvailable to the friendly force to prepare a response to an
Identifitad enemy threat The measure of warning time must be qualified by uncer-
tainties caused by false alarms, miss error rate, source credikility, and missing infor-
mation.

When exact scheduling of enemy actions is not known, the analyst can measure fac-
tors that are Indicators of the available warning time:

W

o Closeness of enemy troops to FLOT.

Incraased mobilization of reserves.

®
® !ncreased activity in supply lines.
]

Proximity of forces to readiness (time needed to complete final steps of

preparations).

e Maneuver capabilities.

7.5.3.4 Measuring Friendly Options

The commander selects the combat options of the friendly fcrce following the princi-
ples of war and embodies thesa options into the operationa: plan. The analyst’s role
is to make sure that selected options are workable in light of enemy actions,
weather, and terrain. The threat model can be used to identify factors that make
selected opti ns more desirable, such as:

e Favorable characteristics of friendly force mobility corridors.

e Collection capabilities to support targeting options.

e 4 e it e b 4 b Rt e o e

e Enemy vuinerabhities.
e Critical points in enemy plans.

e Operations security to deny knowledge of friendly plans to enemy.
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7.5.3.5 Measuring Knowledge of the Environment

Environmental factors, such as weathar and terraln, are qualifiers on the effaclive-
nass of both enemy and friendly courses of actic . Risk can be attributed to the
impact of these factors cn the expected success of a mission. Risk can also be
attributed 1o the balance of environmenta! knowledge betvweesn enemy and friendly
forces and their ability to exploit that knowledge.

Uncertainty about the impact of environmental factors on friendly end enemy options
could cause the commander to select non-optimum courses of action. Anaiysts must
detarmine the impact of en' ronmental factors on both friendly and enemy courses of
action and convey that information to the user or commander.

7.6 Summary

The threat model is a way of seeing the battlefield. Analysts nst use three per-
spectives in creating the threat model. In THINKING WHITE, the battlefield is viewed
in a time and space perspective. By thinking white, analysts give the commander an
advantage in exploiting terrain, weather, or resources of the local region.

In THINKING RED, the battlefield is seen from the enemy's planning perspective.
Thinking red allows the analyst to predict what the enemy will do in given situations.

In THINKING BLUE, the focus is on the information required to accomplish the
commander’s mission. Thinking blue allows the analyst to sort threat information
appropriately -- exploiting information for Inmediate needs, storing useful information
for later use, and ignoring information that cannot be exploited.

Tables 7-1, 7-2, and 7-3 represent checklists that summarize ways of thinking from
each of the three perspectives.
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What is the geography of the battletiuld?
What is the culture of country area?
What is the history of conflicts in this region?

What Is the attitude of the local population toward the enemy force®?
toward the friendly force?

What is the academic, economic, and technology level of the loca! population?
How is the local population armed?

How is the population distributed in the region?

What commercial, Industrial, and natural resources exist in the region?

What loc! cultural features (a.g., airfields, railways) can be exploited
for military purposes?

How predictable is the weather in the area?

How does ihe weattier affect operations, nersonnel, trafficability, equipment,
and communications?

During what time frame will hostilities occur?

How much time is available for preparation?

Table 7-1. Checklist of WHITE Questions




e,

‘What Is the enemy's doctrina?

How doea: the enemy prepare war plans?
What are the enemy’s objectives?

What is the enemy’s strategy?

What are the enemy’s cpearational plans?
What are the enemy's courses of actions?
What are the enemy’s tactics?

How does the enemy train?

How is the enemy equipped?

How is the enemy force sustained?

How is the cnemv force structured?

Table 7-2. Checklist of RED Questions

What are the BLUE principles of war?
What are the friendly objectives?
What are the friendly force rescurces?

What is the commander’s mission?

What resources does the commander have at his disposal?

v/hat are the priority information needs of the commander?

What are the information needs to execute the mission?

Teble 7-3. Checklist of BLUE Questions
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8. AUTOMATED SYSTEMS

The objective of this chapter Is to describe how automated systems fit into the cag-
nitive processeas of the intelligence analyst. There are a limited number of prototvp~
automated systems that support tactical inteiligence production and thero are
saveral operational systems that currently support strategic intelligence production.
Many more automated intelligence support systems are (n a requirements definition or
davelopment stage. The developers of these systems need an awareness of the
cognitive processes of the analysts who will use their systems.

Over the course of the IMTIA study, site visits were conducted to observe and
evaluate the use of existing automated systems that support inteiligence production.
Table 8~1 lists the systems that were review~d during the course of this study.

SYSTEM TYPE

BETA Tactical, Testbed
TCAC Tactical, Development
ITEP *TENCAP

DITB *#TENCAP

AMH Strategic, Operational

Table 8-1. Reviewead Systems
*TENCAP - Tactical Exploitation of National Capabillities

Users, developers, and trainers were interviewed with respect to how anaiysis was
sffected by the existence of these systems. The intent was not to study the per-
formance of these systems but to understand how automated supports relate to
Intelligence analysis.

The obsarvations from these site visi*ts and interviews were integrated with our own
experience with automated systems and compared with the implications of the cogni-
tive model. As a result, we have compiled a set of conclusions about common design
problems in existing systems and implications for future automated systems.

8.1 Common Problems

In the past, automated systems have been developed with the objective of exploit~
ing some form of data processing functionality (memory, computation, communica~
tions) without a clear understanding of how the system will affect the perforinance
aspect of analysis. Many of the procblems these systems have experienced in the
area of user acceptability appear to be traceable to the lack of understanding of the
human performance aspects of Intelligence anaiysiv on the part of the system
developers. In looking at the information architecture of these systems in relation to
the cognitive framev rk, there are several common inconsistencies that may be the
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sotirce of usability problems. Four of the most important inconsistencies are:

e The structural features of tha automated data base do not match the structure
of the analyst’s threat model.

|

3

; » The user interface dialog does not provide for separating the contexts of dif-
!. farant users in different roles or different object!ves in muitipie anal, sis tasks.

e Display and control arrangements are not tailored to various thinking skills or to
variations in skill within the user population.

e Feedback mechanisms batween information sources, analysts, and product users
are not integral to the system architecture.

¢ Communication mechanisms in automated systems do not fully exploit the value
of shared conceptual models.

These problem areas are further defined in the following paragraphs.

8.1.1 INCONSISTENCIES WITH THREAT MODEL

The threat model is the analvst's means of seeing the battlefield through an abstrac-
tion of perceived reality. The threat model is an integiating framework that facili-
tates multi-source exploitation and multi-disciplinary analytical team effort. Most
database aids in automated intelligence support systems address some aspect of
threat model informaticn (e.g.,, order of bhattlie, operations plan, terrain, weather).
Current systems have database structures that are inconsistert with the threat
model in one or more of the following ways:

e The data cannot be tailored to the mission context.

Information, such as order of battle, is sensitive to the mission context and
environmental factors. Multiple representations or adaptivity features are
raquired to tailor the threat model data to a particular situation.

e The data cannct be easily related to a specific time-space framework.

All threat model information must be placed in the time-space framework relevant
to the mission.

e Data are not classified as hypott 2sis vs. observation (facts, evidence).

The entire threat model is a hypothetical structure. The hypothetical structure
provides the means of interpreting new information. The hypothetical structure
shouid be distinguishabie from the information gathered to substantiate or
repudiate the hypothesis.

e Data csnnot be selectively displayed (using geographic boundaries, time window,
entity cless, or entity paramefiers) as selection criteria.

The totality of threat model data requires that mechanisms be used for
declutterlng the user’s view of the threat mcdel. Selective retrieval and display
is a required for effective use of a threat model databasa.

% Data cannot be pottrayed from different perspectives.
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The threat model has three major perspectives -- WHITE, RED, and BLUE. In
addition, spacific usas of threat model information may raquire varying levels of
deatail or rasclution. Tha ability to shift perspectives enables the analyst to deal
with much more Information than Is possible with a single perspective.

e Information cannot be dealt with in sets.

Within the battlefield, there are numorcus objects that can be treated as
meinbers of a class (e.g., type of unit or equipment) or set (e.g., force composed
of individual units, communication net, command structure, events occurring in
line of communication). Databases must be able to recognize the association of
objects or information events as part of a set.

8.1.2 LACK OF MULTI-PROCESS!NG SUPPORT

Automated systems in general are not structured to support the multiple processes
of the total analytical procedure. On the surface, analytical procedure appears to be
data d-iven. Most ADP systems have assumed a data-driven interaction, either by
incoming raw Inteiligence messages or by commands from the user. The IMTIA cogni-
tive model has shown the analytical process to be objectiive driven, but with interr-
uptions driven by opportunities to expluit information sources. For an automated sys-
tem that hopes to follow and aid the analytical procedure, there must be provisions
for supporting multiple on-going analytical processes that run concurrently and that
interrupt each other.

Because most system designers have not been aware of a common structure in the
anaiytical process, there has been no attempt to support that structure or the
processeas that occur within that structure.

8.1.3 COVIPENSATION FOR USER SKILL LEVEL

Little attention has been given in ciirent systems te varying skill levels in the user
population. Intelligence analysts represent many different skill levels because of
personnel rotation, rank, discipline, education and experience. A system designed for
the casual user may be cumbersome and frustrating for the experienced user. A
system that can only be operated by an experienced user places inordinate demands
on training resources and risks failure under the stresses of battlefield or crisis
situations.

Systems that deal with the issue of varying user skill levels are more difficult to
design and guidelines for dealing with this issue have not been avaifable.

8.1.4 LACK OF FEEDBACK MECHANISMS

The IMTIA study clearly identified the role of feedback in the communication
processes between the analyst and the Intelligence user and between the analyst
end information sources. Because most of the feedback channels aire informal In
non-automated intelligence production systems, the feedback mechanisms may have
been overlookad by the developers of automated systems. Feedback Is an essential
feature in controlling information ‘werload from collection system inputs and in the
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generation of quallity Intelligence products. Feedback is the natural mechanism that
the analyst uses in tailoring intelligence products to the specific needs of user.
Bacause feedback mechanisms oparate ovar a long period of time, its importance is
not apparent in systems with stable configurations and operating procedures. How-
ever, In a dynamically-changing battlefleld environmant, crisis situation, or in newly
formed analytical teams, the criticality of feedback Is more apparent.

8.1.5 COMMUNICATIONS WITHOUT SHARED CONCEPTUAL LIODELS

The most critical problem in tactical intelligence production is communications. Tacti-
cal communications are vulnerable to jamming, environmental factors, fires, overload-
ing, and disruption during maneuver. Because of these factors, tactical communica-
tion channels do not have predictable bandwidths, availability, reliability, and
throughput times. Strategic communications as well may be affected by delays
caused by peak period overloads, manua! handling, and misdissemination of mes-
sages. None of the ADP systems reviewed addressed the problem of achieving
effective communications under these conditions.

The observatlon of informal communications in analyst activities has shown that there
are naturai mechanisms for dealing with the problems of unreliable communication
channels. Thaese mechanisms exploit shared conceptual models as discussed in
Chapter 3. Automated communications have not yet been designed fur exploiting the
concept of shai.d conceptual models. Common problems are that more data are sent
than needed, or criticel data needed to establish a context for interpretation are
missing.

Cummunications desligns do not use a cognitive framework for deciding the relative
Importance of informatlon; under adverse communication conditions the most impor-
tant information does not always get sent first.

8.2 Reviaws of Intelligence ADP Systems

The reviews of automated systems conducted under the IMTIA study wete not aimed
at evaluating the performance of the automated data processing functions. The
objective was to look for successes and failures that were related to human cogni-
tive processes.

Current systems are designed with the primary objective of exploiting sensor, com-
munication, or adp technology rather than aiding the cognitive processes of the user.
User interface configurations are designed in an ad hoc manner and do not reflect a
systematic application of design guidelines (primarily because adequate guidelines
have not been available). As such, instances where automated systems successfully
support the cognitive procasses of the analyst are largely due to the intuition of the
designer or have evolved with operational experience.

Faliings in many cases could have been avoided with the application of guidelines
that addressed the issues of cognitive performanc=e,

A synopsis of the system reviews Is provided below to lliustrate some of the critical
insues in future system developments.
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8.2.1 BETA

BETA was designed as a testbed system to demonstrate the utility of multi-source
Intelligence exploitatior r targeting and situation assessment.

One of tha most Import.iit features of BETA Is its capability to allow users to selec-
tively call up and display information from the shared database. Each user's display
can be scaled to the geographic area of interest and can display battlefield eatitles
selected by by class, by time parameters, and by specific attributes of the entity.
The selactive display features are controlled by the user through the use of query
structures that act on a shared database.

in essence, the BETA user dispiay Is adaptive to the role and Interests of the user,
The BETA user command language, however, is not adaptive to the role and skill level
of the user. Although the use of menus and forms makes it possible for a relativeiy
lnexperienced user to exercise the system functionality, the interactive dialog can
be very cumbersome for the experienced user,

BETA !acks desirable feedback mechanisms on what the automatic correlation algo-
rithms are doing and lacks easily modifiable templates for entities represented by
the system.

An important feature of the BETA system is that it provides graphics communications
for conveying the results of target analysis and situation assessment.

Many of t. e functlons of BETA map into the idealized threat model structure
presented in Chapters 8 and 7. The most important feature missing from BETA’s
threat modeling capabllity is the lack of time snapshot partitioning. The user is
unable to "back up" the displayed time window or "project" a future time snapshot.
This missing feature makes it impossible for the user to go back and reinterpret sen-
sor reports against a new hypothesis or to project an outcome of a situation.

8.2.2 TCAC

Very little information was available on TCAC at the time of the IMTIA system
reviews. Comimnents made by analysts during interviews reflacted a common concern
about TCAC's lack of a gecgraphic framework as an integral part of its display capa-
billty. The implications of the threut modeling study are clear about the need for a
geographic framework in all farms of tactical and strategic intelligence analysis,

8.2.3 MEP

ITEP is a product of the TENCAP Program. TENCAP (Tactical Expld itation of National
Capabilities), is a p.ogram designed to provide access to National T« chnica! Means
Inteiligence products at the tactical level. ITEP Is an interim system that was
designed to exploit ELINT intelligence.

Clearly, the m.st important issue demonstrated bty ITEP is the need for the analyst's
involvement in the system devalopment process. ITEP is regardad by users as &
very successful development effort., Much of ITEP's success is attributed to the
heavy involvement of intelligence analysts in evolving the functional features and
interactive capabilities. The user interface Is highly inteructive and the anaiyst is
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involved in all analytical decisions.

The user intarface is not designed for a casual user.

8.2.4 DITB

DITB is another product of the TENCAP program that Is aimed at imagery exploitation.
This system demonstrates the importance of sharing information on coliection plans
and requirements In order to fully exploit inteliigence gathering resources. DITB as
well as ITEP demonstrate the utility of reducing the time delays in dissemination of
collected intelligence.

o

8.2.5 AUTOMATED MESSAGE HANDLING

The bulk of raw intelligence data and many Intelligence products are carried through
the media of digital communication networks as electrical messages. These networks
also carry requirements, queries, and responses as messages. Automated message
handling capabilities were introduced into the intelligence environment during the
70's to deal with the problems of increasing message volumes, manual handling
delays, crisis peak loading conditions, new requirements from new collection capabili-
ties, and need for more rapid and accurate dissemination.

Automated message handling systems also make it possible to provide direct updates
to intelligence community databases such as DIAOLS/COINS.

Automated message handling capabilities were first introduced at the CIA and DIA
and subsequently to military commands. AMH is gradually being introduced into the
tactical environment starting with Echelons above Corps.

The most important cognitive aspect of these automated meaessage handling systems
In intelligance is that dissemination is controlled by user Interest rather than by dis-
tribution list assigned by the sender. Dissemination centrol s exercised at the
racelving end rather than the transmitting end. This is an extremely important
characteristic of intelligence distribution that facilitates the exploitation of all
sources of information.

Intelligence analysts need to be in control of the information-gathering process. The
ability to select information from the electrical message carrying networks by
aytomatic filtering is a critical capability required to cope with information overload in
the modarn intelligence environment.

8.3 Future Implications

The resuits of the IMTIA study have direct implications for the design of future :
aytomated intelligence support systems. The general implications are: '
J

e The threat modei can be used as a guideilna for the organization of database
slructures to support the intelligence analyst.

e The steps raquired to bulld the threat model can be used as a checklist for func-
tions required to support the storage and retrieval of intelllguence data.
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e The design of interactive dialogs must take into account the muftipiicity of
analysis tasks. Each analysls task carries with it a different objective differing
t information needs, and differing procedura requirements.

i ® Analysis tasks adapt with the changing misslon naeds. Automated alds that sup-
k port the analyst in meeting mission information requirements must be adaptable
to the nission parametars.

e The nine thirking skilis in the cognitive procedure provide a framework for the
design of an interactive dialog between the analyst and the automated support
system. Each skill provides a focal point for the design of display and control
features of the user interface. The general sequence in which these skills are
performed provide:s a prototyplcal order for automatic sequencing of machine-

' initiated help or cognitive aids. Sequences can be named and ident’jied with the

context of a particular task/mission so that sequences can ba interrupted,
saved, resumed, or repeated automeatically.

e The IMTIA model of communications Is a mode! of normal inforiual communications.
The analyst in day-to-day activities uses shared conceptual models as a foun-
dation for communications. Informal communications are extraemely flexible in
adapting to media and time constraints.

Day-to-day interaction between parties establishes a broad base of shared con-
ceptual models. In informal communications, once a context has been esta-
blished, the actual information exchange can be very brief but achieve a high
level of understanding. This Is especially Important when the time avalilable is
extremely limited.

Automated systems can be similarly designed by organizing information into
contaext-specific natworks (e.g., artillery targeting, EW targeting, weather,
OPSEC, etc.) Many context-specific networks can be mapped onto a single digi-
tal message network. Modern communications protocols can be utilized for error
control and allocating availabie bandwidth betwean this multiple networks.

Automated communications should be based on exploiting the nature of shared
conceptual models in order to achieve understandability and effectiveness.
Designers must recognize the multiplicity of the Information networks that per-
niaate Intelligence operations, each using different conceptual models of the real \
world. Because of the multiple contexts in which the same information may be
used, communications designers must recognize the need to tailor information to ]
a particular user or usage. Although the number of logical networks may be more
numerous under this apprcach, the actual data transtfer rates can be minimized
by exploiting existing shared knowledge between sending and receiving parties
that is context dependent. Communications systems that dc not exploit context
must transmit substantially more data in each message to convey the same
amount of information.

The use of a cognitive framework for the design of the user interface is being pur- :
sued under an on-going research project sponsored by ARI. (Research on Human
Factors in Desigr for C i, Contract No. MDASC3-81-C-0579.) This research effort is
aimed at developing quidelines for system developers who wish to incorporate adap-
tive user interface features.
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8. RESEARCH, DEVELOPMENT, AND TRAINING ISSULS

Tha eight previous chapters have summarized and discussed current cognitive issues
in performing intelligence analysis. Some of these issues have direct implications for
training; others raise questions that require further research and development.
Further research would In turn provide clarification and understanding that would be
applicable to improved training methods.

9.1 Cognitive Processcs

Some Impoitant problems raised in analyzing and evaluating cognitive processes and
performance in intelligence analysis are described below.

9.1.1 TASK SEGMENTS AND SKILLS

White the task segments underlying analytic performance have been identified, the
actual cogn'tive skllls required to execute the task segments have not been itemized
Individually. The general skiils described in Chapter 4 apply to all task segments. As
dascribed in Sectlon 7.1, it is hypothesized that there exist very specific cognitive
skills pertinent to the individual task segments. These should be ideniified individu-
ally and training materials developed, tailored to the individual task segments.

The different task segments are associated with different biases and are differen-
tially affected by the cognitive biases discussed in Section 2.4, The relationship
between task segments and biases should be investigated. Such an investigation
could begin with a case study review of intelligence products to identify where and
how cognitive biases might have led to misleading or erroneous predictions or situa-
tion assessmeants.

9.1.2 TRAINING IMPLICATIONS FROM THE COGNITIVE MODEL

The various aspects of {he cognitive model, as described in Chapters 2 through §
have numerous implications for training.

Bec 'use of the importance of decision making in intelligence analysis, it I1s imperative
tha nore research be devoted to the types of decisions that analysts have to make,
how they make them, and how they affect the intelligence product. This would be a
high pay-off area for research, since -=nalytical thinking covers an extremely broad
and complex domain. Though much . known about decision theory and rules for
application, it would be detrimentzl to train analysts using extant knowledge in deci-
slon theory and by providing them with a few formal rules without first investigating
the context and contents of analytic decisions.

Whiie there exist numerous automated and non-automated decision aids, many of
these aids are not appropriate for intelligence analysls because the quantity and
quallty of information necessary to utilize the aids in the Intelligence arena is not
avallable. However, there exist certeln recurrent problems encountered when mak-
Ing ducisions in the l.telligence context that are tiad to limitations of the human
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information-processing systaem, and there are fundamental procedures that would
prove useful in dealing with thase problams.

The development of effoctive analytical thinking is likely to proceed through experi-
onca with relevant classes of axamples. From such experience will emerge an
awaraness of common pitfalls inherent in analysis as well as procedural guldes and
dacision paths to maximize the quality of performance. Towatd this goai, a selective
list of fundamantal concepts and problem areas in the context of operational intelli-
gence could be prepared for inclusion in a training program. Also, a limited set of
examples could be developed such that useful guides (procadures) for dealing with
the problam areas can be illustrated and imparted effectivaly to the analyst
trainess. The suggested procedures would serve to develop a general attitude
about problem solving and decision making that Is conducive to optimizing analytical
thinking. Although the trainee may never encounter the precise events described In
the examples, experience with the important problem areas and useful modes of
solution (the analytical processes) should ganeralize to a broad class of similar situa-

tions.

Among the concepts and problem arcas In analytical tninking that should be con-
sidered for inclusion In a training program are:

e Inflexibility of thought (cognitive entrenchment, e.g., confirmation bias).

e Separation of relevant from irrefevant information (e.g., unwarranted hypothesis
switching).

e Flitering blases (selactivity, poiarization).
e interpretation nf sparse or uncertain data (caricature effect).
e Memory access shortfalls (similarity effects).

e Information management (summarizing, sorting, assessing trends, checklists,
memory alds).

e Fallacies of logic (e.g., the "gambler’s failacy® in prediction).
e Asking the right questions (recognizing goals).

Among the general decision guides to analytical thinking that might be addressed are:
e Seeing the total picture (avoiding over-focusing on details).
e Withholding judyment (hypothesis testing as an iterative process).
o Using modeis (doctrine, templates, prototypes).
e Generating hypotheses based on partiai information.

Changing perspective (restructuring problems).

Understanding uncertainty and reliability (will to duubt).

Using stable substructures.

Discussing problems and decision alternatives with others.
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9.2 The Analyst/User Dialog

The importance of communication in general, and batweeaen analyst and usar specifi-
cally, should be explored more thoroughly. Ways to optimize the development and
use of shared conceptual models to enhance communication and reduce errors and
misunderstandings should be investigated. Thare are two parailel areas of inquiry
.5 relevant to communication, namely by:

e Types and araas of communications (e.g., which ones are most important, which
onus might Increase danger if misunderstandings occur).

e Types and araas of misunderstandings that are known to occur.

inquirles should begin with interviews and result in lists, hicrarchically organized by
importance, of thase two areas. Among the specific issues to be investigated are
the following:

o The analyst must have an adequate understanding of how the intelligence pro- i
duct will affect the user's perception of threat. We know that the desired reac- H
tion Is for the user to percelve an increased level of control and a reduction in
danger. The first research question, therefore, concerns the measurement
requirements for determining any changes in the analyst’s and the user's per-
ception of threat.

e Current feedback to analysts is generally informal or non-existent untess the
analyst is In direct contact with the user. Feedback mechanisms are required
for the analyst to know {f these effects are being achieved. The following ques-
tions shr Id be investigated:

— What are optimum feedback mecharisms?
— How can they be explolited?
— How can their effectiveness be measured?

e Shared conceptual models have the potential for being expioited to rcduce
errors and costs of battlefield communications, as well as for improving the
commander’s timeline for control. Ways of measuring the efficiency of SCMs are
needed to justify revamping current communications concepts.

There are several research questions that deal directly with the way SCMs, as
well as CMs, are generated and used in information processing, analysis, and
communications:

— What are the characteristics of the cues that allow for the "best" (most
complete, most appropriate) retrieval from external memory?

— What knowlaedge items do w : need within our own CMs in order to make use
of exterpal memory?

—~ What are the best retrieval cues to access other CMs within oune’'s own
memory or to access external n.amory? Ara they the same?

— What types of informational items have to be shared for SCMs to be optimally
affective? Intuitively, one might suggaest the following as Important common
factors for sffective SCMs:
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— Context, framowork.
— Goals.
~— lLanguage.
— Affective value of CM.
— How can effective SCMs be generated?
— How can the effectiveness of SCMs be measurad?

If sonie of these questions couid be determined, then training materials could ha
structured so as to Include appropriate information to generate SCMs and
appropriate retrieval cues for correct access to internal and external memary,.

Summary Questions on research involving SCMs include:
e How are SCMs established and can the process be speeded up?
e How can the chared aspects of conceptual models be identified?

e How can areas of misunderstanding be identified?

9.2.1 IMPLICATIONS FOR TRAINING

The views presented here concerning CMs, SCMs, and goals, have several important
implicatlons for understanding learning, retention, and recall, and hence, for the
davelopment of training materials, for education, for training new skills, for the
maintenance of skills, and for improving communications within the inteiligence com-
munity.

Some of these impiications are as follows:

e It is important to develop a common framework among analysts concerning the
goais of anaiysis, its organizational basis, and its role within the military commun-
ity and for the overall goal of national defense. This framework should be shared
at all levels of analysis (horizontally and vertically) and it should be shared with

the users.
Devzloping such a framework has two consequences:

— It provides the new anal’st with an organized structure (a new CM in
memory) within which to stcre new learning materials. The alternative is that
new materials must be slored in existing CMs, carried over from earlier
training. These existing CMs may be quite inappropriate for organizing new
materials, and the result is confusion and/or slower learning.

— It sets the context for establishing SCMs between analysts, and it provides
the basis for the analysts thamselves to establish SCMs with their clients.

e The goals and subgoals of analysis should be clearly spelled out and invested
with affective values so as to increase the importance (and hence, the speed of
learning and ultimate perforimance) of the CM that is being established.

e Once the framework has been established, the training materials to be presented
should always be related to that framework. Analysts should understand how
hypothesis generation, for example, is related to the production task, the mission
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requirement, and the goals of analysis.

® Acress to existing CMs: It is important {0 relate naw materiais to items that are
already in memocry. For example, If an analyst has a good background in
mathemsatics and statistics, It is important to insure that the connection is made
between the naw material to be taught and the relevant background knowledge.
in other words, training inaterlais must be developed based on an understanding
of the traince’s available CMs and a clear identification of the objectives and
the goals of training. The taxonomy of knowiedge descrihed in Section 3.3
stiould be axpanded to include individual analysts’ existing knowladge bases and
the required knowledge categoriaes for optimum parformance.

e Training and knowledge maintenance must address the pioblem that analysts
have when they change jobs or ‘wvhen they are transferred from one theater of
operation to another. The descriptions and attributes of CMs (Section 3.2) sug-
gest ways to make such changes easier for tha analyst and more effective for
meeting production requirements.

e The views concerning the nature and characteristics of CMs should be con-
sidared when developing automated databases as aids to analysis.

8.3 Goal Crientation

The (MTIA cognitive modei emphasizes the importance of a context-specific goal
orieniation in guiding analytic performance. Analysts must know their goals and share
goals with other members of the Intelligence community to fulfill mission requirements
affectively. At the same time, thesa goals must be explicit for the ideal product to
be effective as an evaluation tool. Some ressarch issues are discussed below.

9.3.71 LEARNING GDALS

Analysts should be encouraged to learn how to identify their goais aind how o use
goals in structuring their tasks and future training requirements. Without goal direc-
tion, some analysts may have a great deal of difficulty in determining what is impor-
tant for them to know at any given time or liow to process what they know. One way
to increase the likellhood that analysts will learn and aggregate the appropriate data
eleaments in an efficient manner is for them to adopt or be provided with explicit
learning goals.

Learning goals might take the form of questions, or they might simply be statements
to "learn about X". in addition, the goals could be stated generally (e.g., "learn
about the overall threat of enemy forces in Sector X"), or they could refer to
specific tits of information (e.g., "learn about the movement of maneuver units in
Section X"). The more specific the learning goal, the greater the chance that the
analyst will be successful in mastering the goal.

The use of goals in learning complex materials demonstrates that fearning goals
induce the learner to process the material in such a way that performance on test
questions (usually sentence completion items) referring to the goal-relevant material
Is improved. This improvement cannot be explained solely as a redistribution of pro-
cessing time. The extent of the improvement is somewhat dependent upon the
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number of goals to be mastered and the ease with which the learner can locate the
appropriate material in a taxt. With a greater number of goals, most subjects take
longer to study the materlal and they are less likeiy to learn the information relevant
! to each goal. If all of the data that are relevant to a particular goal are not located
together in the Information flow, then it will sometimes be the case that only the
information contained in the first reference to the goal-relevant data will be
thoroughly studied (Gagne & Rothkopf, 1978). Therefore, thare are some limiting
factors in adopting learning goals as learning guides, and the limits are dependent
upon both the learner and the materials. The avallable basic research suggests that
each analyst should (a) adopt only a limited number of goals to guide performance
and (b) acknowledge potential interpretive biases caused by concentrating too
heavily on the initial information pertinent to the goals. However, no research exists
on iearning improvements with multiple goals when those goals are hierarchically
organized, as proposed In Section 5.1, It is likely that muitiple goals, when hierarchi-
cally organized, will enhance learning rather than impede it. This might be a fruitful
and interesting area for investigation.

9.3.2 SHARED GOALS

In developing shared conceptual models and in identifying relevant goals, a connec-
tion must be made between the goals that are to be shared and gcals that are
already important to the individual. Individuals have different goals, but to optimize
teamwork, there should be some shared goals at some level of the hierarchy. Both
during training and in the work setting, it Is suggested that the common goals of
analysis be made personally important for each analyst.

Shared goals promote the development of SCMs. Though analysts need not accept
the users’ goals as their own, they do need to know and understand them.

For purposes of training and improvement of analytic performance, it Is necessary to
identify a hierarchy of gosals, subgoals, and tasks and to relate this hierarchy to the

it H
cognitive skills required to perform the task,

9.4 Issues Related to Threat

Threat is one of the primary conceptual issues that intelligence analysts deal with. A
threat model has been developed by lLogicon to serve as a shared conceptual model
between analysts and users, and to provide a basis for making more accurate intelli-
gence evaluations and predictions. Much research remains to be done, however, for
the purposes of the threat model to become fully realized.

Research related to threat can be divided into two categories:

1. Research related to the perception of threat.

2. Research retated to the parameters of the threat model.

9.4.1 THREAT PERCEPTION

Thaere are sevearal areas with potential payoffs for further research in evaluating and ;
mensuring threat perception. f
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1. The payoffs are In selecting optimum reporting rates for threat information to
ansure that the user can react with control. Too frequent reporting may reduce
the sliganificance cof changes or decrease the user's ability to detect trends. Too
infregi.ent reporting may decrease the user’s abllity to respond without panic.

Research in this area would be concerned with ways to measure the user's
reaction to threat information as a function of reporting ratae.

2. The user’s reaction to threat in general involves a decision regarding allocation
of rasources for control. The impact of uncertainty is to reduce the user's per-
ception of control and increase the probability of errors in battlefield resource
allocation.

Research in this area would be directed at mechanisms to measure the user's
level of uncertainty as a means of feedback to the intelligence production
operation.

3. Assuming that the Milburn and Watman {(1981) model is valid, it would be useful
to devise means for an objective evaluation of observable behavioral responses
(l.e., sense of comfort, challenge, alienation, panic) associated with perception
of threat and control. Research questions would deal with the differences
between such abservable responses in the strategic and the tactical battle-
flalds. A possible approach would be to review intelligence cases with these
factors in mind, namely perception of threat, available physical control, and phy-
sical responses associated with different degrees of each. Such a review
should attempt to determine if a correlation exists that would validate the Mil-
burn and Watman model.

4. An additional research area concerns the problems of the extrancous factors
that affect intelligence analysis and reporting, as discussed ab2're (i.e., national
policy, user idiosyncrasies, 2tc.). While not strictly a problem of intelligence
analysis per se, it is obviously a source of many poor anaiyticai producis.

The fact that so many extraneous factors impact adversely on the inteliigence
product is a matter of great concern to observers of and participants in the U. S.
Intelligence community. The IMTIA studies suggest that these problems are pri-
marily due to a lack of shared conceptual models, shared goals, and to poor com-
munication. The IMTIA cognitive model contains several useful concepts that, if
applied, can help alleviate these shortcomings of the intelligence production
cycle,

9.4.2 PARAMETERS OF THE THREAT MODEL

As discussed in Chapter 6, the threat model has three major aspects: white, red, and
biue. Each of these is made up of numerous elements that have variable impacts on
the implications derived from the modal. The implications of concern to intelligence
analysts are:

e How to assass threat.
o How to assess threat credibility.

e How to communicate threat.
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® Analysts' and users’ reactions to threat.
e How to evaluate threat.

It s possible that these issties are treated differently by analysts as they view the
battlerleld from the white, red, or blue perspective, respectively. It might be
Interasting to investigate this idea.

There would also ba a high pay-off valus in developing other notions underlying the
threat model.

For example, not all aiements of the threat model have the same relative importance
for the varlous analytic tasks. Research In this area would consist in identifying the
relative importance of the threat model elements for assessing situations, making
predictions, or evaluating end dealing with uncertainty.

A better understanding of how uncertainly and risk affect analytic performance and
products could make a significant iimpact on training. For example, some research
should be devoted to identifying different types of uncertainties, such as uncertain-
ties concerning:

1. Currently existing physical structures (e.g., tanks, enemy installations).
Future physical structures (e.g., new weapons).

Current non-physical red elements (enemy doctrine).

Future nor-physical red elements (enemy intentions).

Current white elements (given inadequate maps, for example).

@ o0 p b

Future white elements (e.g., weather).
7. Current and future blue elements (e.g., a'railability of resources).

These uncertainties are categorized by "types". The question is, do the types of
uncertainties have differential effects on the iasks. Also, are the types of unce--
tainties correlated in some way wiih the judged degiess of uncertainty that a com-
mander might have? That is, are certainties treated differentially depending on
type? Given certain degrees of un: :rtainty, how are predictions affected? Specifi-
cally, are probabilities assigned differentially?

Other questions related to uncertainty might be asked, such as:
e What Is the judged -isk, given differan{ types of uncertainties?
e How are the probabilities of events treated, given differential judged risk?

e How do analysts/commanders estimate reliability, validity, or countering capabili-
ties of various types of information?

All these factors should be more carefully evaluated, the literatiire searched for
information on these factors, and a research program designed to answer some of
the more important questions.

in summary, thae following issues related to the threat model should be investigated:

e The relatlive impcrtance ot the parameters of the threat model as they impact on
the prediction of threat.
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e The dynamics of the parameters; l.e., which factors change faster than oihers
and how these changes Impact on each other.

e The effects of different degreas of uncertainty on decision making (i.e., humans
tend te daviate from normative models of decision making: are these deviations
a function of the uncertainties associatad with the different factors that need
to be consldered when making decislons?).

e Whether there are different types of uncertainty and whether these types have
a differential impe~t on declsion making and strategic predictions. For example,
are uncertainties related to physical items (e.g., existing enemy installations)
treated differently than uncertainties related tn hypothesized behavioral items
(e.g., future troop movements or enemy intentions)?

® Whether differencas in uncertainty types affect how probabilities are assigned,
now risk is perceived, and how validities, reliabilities, and countering capabilities
are estimated.

e How different degrees of uncertainty affect the product cutcome or the report-
ing of the product.

9.5 The ldeal Product

The concept of the ideal product arose out of the need to define a baseline state for
the cognitive model. That is, an assumption was made that one can define an ideal
analyst performing ideally and producing an ideal product. This baseline state would
serve as the evaluation criterion for actual performances and products. The differ-
ances between the idea! and the actual would be used to identify training needs, as
well as areas whers maintenance of knowledge or skills should be focused. These
assumptions should be Investigated for their validity and usefulness.

8.6 Conclusion

Several research topics and tralning issues have been discussed. HNo specific
methods have been proposed for actually performing experiments. In general, how-
ever, most Issues discussed could be subjected to controlled experiments on the
one hand, or could be usefully investigated by combining in-depth interviews of on-
the-job intelligence analysts with results from the existing cognitive and analytic
literature.
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